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#### Abstract

We establish existence of travelling fronts in thermo-diffusive systems of the KPP type in a shear flow with an arbitrary Lewis number and a positive heat-loss at the boundary. We then prove that the leftover concentration behind the front is positive, and that it is small when the heat-loss is small. On the other hand, when the heat-loss approaches a critical value, the temperature becomes uniformly small. Finally, in the limit of large flow amplitudes $A$, we show that, depending on the flow structure, the infimum of the front speeds both may become 0 or grow linearly in $A$ for $A \gg 1$.


## 1 Introduction and main results

Existence and qualitative properties of thermo-diffusive fronts in flows have been a subject of active research in the last few years: see $[3,24]$ for extensive overviews. The majority of the results have been obtained for a single reaction-diffusion equation of the form

$$
T_{t}+u \cdot \nabla T=\Delta T+f(T)(1-T) .
$$

Here $u(x)$ is a prescribed flow that is usually taken to be either spatially periodic or unidirectional (shear). In the latter case the above equation takes the form

$$
\begin{equation*}
T_{t}+u(y) T_{x}=\Delta T+f(T)(1-T) . \tag{1.1}
\end{equation*}
$$

This problem is posed in a cylinder $D=\mathbb{R}_{x} \times \Omega_{y} \subset \mathbb{R}^{d}$ with a regular bounded domain $\Omega$, and with the Neumann boundary conditions along $\partial D=\mathbb{R}_{x} \times \partial \Omega$ :

$$
\begin{equation*}
\frac{\partial T}{\partial n}=0 \text { on } \partial D \tag{1.2}
\end{equation*}
$$

The function $u(y)$ is assumed to have mean zero:

$$
\begin{equation*}
\int_{\Omega} u(y) d y=0 \tag{1.3}
\end{equation*}
$$

a non-zero mean can be taken into account by a simple change of variables. Non-planar travelling fronts are solutions of (1.1)-(1.2) of the form $T(t, x, y)=U(x-c t, y)$ with the function $U$ that satisfies the front-like conditions at infinity:

$$
\begin{equation*}
U(-\infty, y)=1, \quad U(+\infty, y)=0, \tag{1.4}
\end{equation*}
$$

[^0]with the limits approached uniformly in $y \in \bar{\Omega}$. The scalar equation (1.1) arises as a reduction of the thermo-diffusive system
\[

$$
\begin{align*}
& \frac{\partial T}{\partial t}+u(y) T_{x}=\Delta T+f(T) Y  \tag{1.5}\\
& \frac{\partial Y}{\partial t}+u(y) Y_{x}=\frac{1}{\mathrm{Le}} \Delta Y-f(T) Y
\end{align*}
$$
\]

with the Neumann boundary conditions both for the normalized temperature $T$ and concentration $Y$

$$
\begin{equation*}
\frac{\partial T}{\partial n}=\frac{\partial Y}{\partial n}=0 \text { on } \partial D \tag{1.6}
\end{equation*}
$$

Reduction to (1.1) is possible if the Lewis number $\mathrm{Le}=1$ as then one may consider special solutions with the constraint $T+Y=1$.

Existence of travelling front solutions to (1.1) has been first established in [7, 9] and later in [23] for monotonic systems. These results have been extended in [4, 8] and very recently in [14] to the case of the system (1.5)-(1.6) with either the Lewis number close to one, or a small flow $u(y)$ by means of the inverse function theorem. We also mention that interesting numerical studies of the effect of the boundary heat loss have been done in $[12,13]$. The effect of the volumetric heat-loss has been studied in [15, 21].

When the boundary is not insulated, the Neumann boundary conditions should be replaced by the heat-loss conditions for the temperature:

$$
\begin{equation*}
\frac{\partial T}{\partial n}+q T=0, \quad \frac{\partial Y}{\partial n}=0, \quad y \in \partial \Omega \tag{1.7}
\end{equation*}
$$

Here $q>0$ is the heat-loss parameter. A travelling front solution of (1.5) with the non-adiabatic boundary conditions (1.7) may not satisfy the front-like conditions as in (1.4) as the temperature behind the front vanishes because of the heat loss and shortage of available fuel. Therefore, we say that $(c, T, Y)$ is a travelling front solution of (1.5)-(1.7) if in the moving frame $x^{\prime}=x-c t$ (we drop the prime immediately) the functions $T$ and $Y$ satisfy

$$
\left\{\begin{align*}
\Delta T+(c-u(y)) T_{x}+f(T) Y & =0  \tag{1.8}\\
\mathrm{Le}^{-1} \Delta Y+(c-u(y)) Y_{x}-f(T) Y & =0
\end{align*} \quad \text { in } \mathbb{R} \times \Omega\right.
$$

together with the modified conditions at infinity

$$
\left\{\begin{array}{l}
T(+\infty, \cdot)=0, \quad Y(+\infty)=1,  \tag{1.9}\\
T_{x}(-\infty, \cdot)=Y_{x}(-\infty, \cdot)=0
\end{array}\right.
$$

and the boundary conditions (1.7). The limits in (1.9) are understood to be uniform with respect to $y \in \bar{\Omega}$. Furthermore, throughout the paper, the relative concentration $Y$ is assumed to range in $[0,1]$ and is not identically equal to 1 . The temperature $T$ is nonnegative and not identically equal to 0 . Note that when $q \neq 0$ the thermo-diffusive system (1.8) does not reduce to a single equation even when $\mathrm{Le}=1$ because the constraint $T+Y=1$ is incompatible with the boundary conditions (1.7). Nevertheless, even with the heat-loss the case Le $=1$ is simpler than the case of a general Lewis number. The basic difference between the scalar equation and a system, the lack of a priori bounds on temperature, is still absent when $\mathrm{Le}=1$. This observation has been used in [5] to construct travelling fronts solutions of (1.5) with the heat-loss boundary conditions (1.7) and with the nonlinearity $f(T)$ of the KPP type. The latter means that

$$
\begin{equation*}
f \in C^{1}([0,+\infty)), f(0)=0<f(s) \leq f^{\prime}(0) s \text { for all } s>0, f^{\prime}>0 \text { and } f(+\infty)=+\infty \tag{1.10}
\end{equation*}
$$

Let $\mu_{q}(\lambda)$ be the principal eigenvalue of the following elliptic problem depending on a parameter $\lambda>0$ :

$$
\left\{\begin{align*}
-\Delta_{y} \phi_{\lambda}-\lambda u(y) \phi_{\lambda} & =\mu_{q}(\lambda) \phi_{\lambda} & & \text { in } \Omega,  \tag{1.11}\\
\frac{\partial \phi_{\lambda}}{\partial n}+q \phi_{\lambda} & =0 & & \text { on } \partial \Omega .
\end{align*}\right.
$$

That is, $\mu_{q}(\lambda)$ is the unique eigenvalue of (1.11) that corresponds to a positive eigenfunction $\phi(y)$.
The following theorem has been shown to hold in [5].
Theorem 1.1 [5] (a) Assume that $L e=1$ and $\mu_{q}(0)<f^{\prime}(0)$. There exists $c_{q}^{*} \in \mathbb{R}$ so that for any $c>\max \left(0, c_{q}^{*}\right)$ there exists a travelling front solution of (1.8) that satisfies the boundary conditions (1.7) with the functions $T$ and $Y$ that are globally bounded in $L^{\infty}(D)$.
(b) If $L e>0$ and if there exists a solution $(c, T, Y)$ of (1.8-1.9) and (1.7) such that $T \in L^{\infty}(D)$, then $\mu_{q}(0)<f^{\prime}(0), c \geq c_{q}^{*}, c>0, T(-\infty, \cdot)=0,0<Y<1$ and $Y(-\infty, \cdot)=Y_{\infty} \in[0,1)$.

The number $c_{q}^{*}$ is defined as follows. The function $\mu_{q}(\lambda)$ is concave (see [5]) in $\lambda$. When $\mu_{q}(0)<$ $f^{\prime}(0)$, we define

$$
\begin{equation*}
c_{q}^{*}=\min \left\{c, \exists \lambda>0, \mu_{q}(\lambda)=f^{\prime}(0)-c \lambda+\lambda^{2}\right\} . \tag{1.12}
\end{equation*}
$$

Note that $c_{q}^{*}$ does not depend on Le, and that $c_{q}^{*}$ may be negative (see [5] for an example). The observation that the travelling front speed does not depend on the Lewis number for KPP reactions has been first made in [10] in the one-dimensional case without any heat-loss. It follows from the fact that the fronts are pulled by the decaying temperature profile ahead of them. In this region, the temperature equation, which does not involve the Lewis number, plays a preponderant role in the selection of speeds. This observation does not generalize to other reaction types, such as ignition or Arrhenius, for which the fronts are pushed by the whole reaction zone. We should mention that only the case $f(T)=T$ was treated in [5] but the results there extend immediately to the case where $f$ is of the KPP type (1.10). Some of the results of [5] have been extended in [16] to non-shear periodic flows.

Part (b) of Theorem 1.1 is conditional: existence of globally bounded travelling fronts in the case of the Lewis number Le $>0$ different from 1 has been left open and one of the purposes of the present paper is to close this gap. First, we show that bounded fronts, indeed, exist for all Lewis numbers.

Theorem 1.2 Assume $\mu_{q}(0)<f^{\prime}(0)$, with $q>0$. For any $c>\max \left(c_{q}^{*}, 0\right)$, there exists a solution $(T, Y)$ of (1.8-1.9) and (1.7) such that $T \in L^{\infty}(D), T(-\infty, \cdot)=0,0<Y<1$ and $Y(-\infty, \cdot)=$ $Y_{\infty} \in(0,1)$.

The leftover concentration $Y_{\infty}$ behind the front is not prescribed in this result - we do not know at the moment whether $Y_{\infty}$ is unique for a given speed. However, we do prove that this concentration is positive. Hence, combustion is not complete and unburned fuel remains behind the front, because of the heat losses.

Next, we show that any travelling front solution of (1.7)-(1.9) such that $0<T$ and $0<Y<1$ has to be uniformly bounded, with the temperature that goes to zero behind the front.

Theorem 1.3 Let $(c, T, Y)$ be a solution of (1.8-1.9) and (1.7), with $q>0$, such that $0<T$ and $0<Y<1$. Then $c \geq \max \left(0, c_{q}^{*}\right)$, $T$ is bounded, $T(-\infty, \cdot)=0$ and $Y(-\infty, \cdot)=Y_{\infty} \in(0,1)$.

We also study the dependence of the front speed on the heat-loss parameter $q$. Let $\mu^{D}$ be the first eigenvalue of the Dirichlet Laplacian in $\Omega$. One has $\mu_{q}(0) \rightarrow \mu^{D}$ as $q \rightarrow+\infty$. There exists $q^{*} \in(0,+\infty]$ such that $\mu_{q}(0)<f^{\prime}(0)$ (with $q \in[0,+\infty)$ ) if and only if $0 \leq q<q^{*}$, and $q^{*}$ is
finite if and only if $\mu^{D}>f^{\prime}(0)$. We show that temperature goes to zero uniformly as the heat-loss approaches this critical value $q^{*}$. At the other extreme, we also prove that when the heat-loss is small, the leftover concentration behind the front is small.

Theorem 1.4 (a) The function $q \mapsto c_{q}^{*}$ is a continuous decreasing function of $q \in\left[0, q^{*}\right)$ with $c_{0}^{*}>0$. Furthermore, if $\mu^{D}>f^{\prime}(0)$, that is, $q^{*}<+\infty$, then for any sequence $q_{k} \uparrow q^{*}$ and any sequence of solutions $\left(c_{k}, T_{k}, Y_{k}\right)$ of (1.8-1.9) and (1.7) such that $0<T_{k}, 0<Y_{k}<1$ and $\sup _{k \in \mathbb{N}} c_{k}<+\infty$, one has $T_{k} \rightarrow 0$ uniformly in $\mathbb{R} \times \bar{\Omega}$ as $k \rightarrow+\infty$. $k \in \mathbb{N}$
(b) For all $\varepsilon>0$, there exists $q_{0}>0$ so that for any $q \in\left(0, q_{0}\right)$ and for any solution $(c, T, Y)$ of (1.8-1.9) and (1.7) such that $0<T$ and $0<Y<1$, one has $Y_{\infty}<\varepsilon$.

It follows from Theorems 1.3 and 1.4 that the speeds of all travelling fronts solving (1.7)-(1.9) are bounded from below by a positive constant, provided that the heat loss $q>0$ is small enough.

Finally, we look at the case when the shear flow $u(y)$ becomes fast - to highlight this problem we replace $u(y)$ by $A u(y)$ in (1.8) with $A \gg 1$ and ask how fast the fronts would propagate in such flow. We denote

$$
\begin{equation*}
c_{q}^{*}(A)=\min \left\{c, \exists \lambda>0, \mu_{q}(A \lambda)=f^{\prime}(0)-c \lambda+\lambda^{2}\right\}, \tag{1.13}
\end{equation*}
$$

which is well-defined for all $A$, when $\mu_{q}(0)<f^{\prime}(0)$. The speed up of the travelling fronts for the scalar equation (1.1) has been studied extensively: see $[1,2,6,11,18,19,20,22,25]$ for various estimates and numerical studies. In particular, it has been shown in [3], for the unit Lewis number, that the limit of the ratio $c_{0}^{*}(A) / A$ as $A \rightarrow+\infty$ exists and is positive. We have the following generalization of this result.

Theorem 1.5 Assume $\mu_{q}(0)<f^{\prime}(0)$ and let $\phi_{0}$ denote the principal eigenfunction of (1.11) with $\lambda=0$, such that $\left\|\phi_{0}\right\|_{L^{2}(\Omega)}=1$.
(a) The function $A \mapsto c_{q}^{*}(A)$ is a continuous function of $A \geq 0$, and $c_{q}^{*}(0)=2 \sqrt{f^{\prime}(0)-\mu_{q}(0)}$. If

$$
\int_{\Omega} u(y) \phi_{0}(y)^{2} d y\left(=-\mu_{q}^{\prime}(0)\right) \geq 0
$$

then $c_{q}^{*}(A)$ is nondecreasing with $A$. If

$$
\int_{\Omega} u(y) \phi_{0}(y)^{2} d y>0
$$

then $c_{q}^{*}(A)$ is increasing with $A$ and $c_{q}^{*}(A) \rightarrow+\infty$ as $A \rightarrow+\infty$.
(b) If $\max _{\lambda \geq 0} \mu_{q}(\lambda)<f^{\prime}(0)$ and $u(y) \not \equiv 0$, then $c_{q}^{*}(A) \rightarrow+\infty$ as $A \rightarrow+\infty$. If $\max _{\lambda \geq 0} \mu_{q}(\lambda)=f^{\prime}(0)$, then $c_{q}^{*}(A) \rightarrow 0$ as $A \rightarrow+\infty$. If $\max _{\lambda \geq 0} \mu_{q}(\lambda)>f^{\prime}(0)$, then $c_{q}^{*}(A) \rightarrow-\infty$ as $A \rightarrow+\infty$.
(c) The ratio $c_{q}^{*}(A) / A$ is a decreasing function of $A>0$, and

$$
\lim _{A \rightarrow+\infty} \frac{c_{q}^{*}(A)}{A} \geq \int_{\Omega} u(y) \phi_{0}(y)^{2} d y \text { as } A \rightarrow+\infty
$$

Remark 1.1 After this paper has been submitted an anonymous referee has brought our attention to a recent paper by $S$. Heinze [17] which contains a variational characterization of the ratio $c^{*}(A) / A$, as $A$ is large, for the adiabatic case ( $q=0$ - that is, no heat-loss). Together with (1.13) and
(3.10) below, Heinze's technique may be used to obtain the following improvement of part (c) of Theorem 1.5. Let $D$ be the following set of functions:

$$
\begin{equation*}
D=\left\{\psi \in H^{1}(\Omega): \quad \int_{\Omega}|\nabla \psi|^{2} d y+q \int_{\partial \Omega}|\psi|^{2} d S_{y} \leq f^{\prime}(0), \quad\|\psi\|_{L^{2}(\Omega)}=1\right\} \tag{1.14}
\end{equation*}
$$

The set $D$ contains $\phi_{0}$, because one assumes $\mu_{q}(0)<f^{\prime}(0)$, and the limit $\gamma=\lim _{A \rightarrow+\infty} \frac{c_{q}^{*}(A)}{A}$ satisfies the following variational characterization:

$$
\begin{equation*}
\gamma=\sup _{\psi \in D} \int_{\Omega} u(y) \psi^{2}(y) d y \tag{1.15}
\end{equation*}
$$

This paper is organized as follows. Theorem 1.2 is proved in Section 2. The proof of Theorem 1.3 is contained in Section 3.1, while Theorems 1.4 and 1.5 are proved in Sections 3.2 and 3.3, respectively. Section 4 contains some conclusions and a discussion of unresolved issues.
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## 2 Existence of travelling waves

Proof of Theorem 1.2. Let $c>\max \left(c_{q}^{*}, 0\right)$ be given. It has been shown in [5] that the system (1.8) with the boundary conditions (1.7) possesses travelling front solutions but with a possibly unbounded temperature $T$. The main novelty here is in the uniform bounds on $T$. We first recall the result of [5]. Let $\lambda>0$ be the smallest positive solution of

$$
\begin{equation*}
\mu_{q}(\lambda)=f^{\prime}(0)-c \lambda+\lambda^{2} \tag{2.1}
\end{equation*}
$$

and $\phi_{\lambda}$ be the corresponding principal eigenfunction of (1.11), normalized, say, to have $L^{2}(\Omega)$ norm equal to one. Furthermore, given $\delta \in(0, \lambda)$ we let $\psi$ be the normalized first (positive) eigenfunction of the problem

$$
\left\{\begin{align*}
-\mathrm{Le}^{-1} \Delta_{y} \psi-\delta u(y) \psi & =\mu^{N}(\delta) \psi & & \text { in } \Omega,  \tag{2.2}\\
\frac{\partial \psi}{\partial n} & =0 & & \text { on } \partial \Omega
\end{align*}\right.
$$

corresponding to the principal eigenvalue $\mu^{N}(\delta)$.
Proposition 2.1 [5] There exists a pair of solutions $(T, Y) \in L_{l o c}^{\infty}(\bar{D})$ to (1.8) that satisfies the boundary conditions (1.7). Moreover, this solution obeys the following bounds. Let $\lambda$ be defined by (2.1). There exists $\delta \in(0, \lambda)$ and $\gamma>0$ sufficiently large so that

$$
\forall(x, y) \in \mathbb{R} \times \bar{\Omega},\left\{\begin{array}{l}
0<T(x, y)<\phi_{\lambda}(y) e^{-\lambda x},  \tag{2.3}\\
\max \left(0,1-\gamma \psi(y) e^{-\delta x}\right)<Y(x, y)<1,
\end{array}\right.
$$

Furthermore, $T$ satisfies

$$
\forall(x, y) \in \mathbb{R} \times \bar{\Omega}, \quad T(x, y)>\max \left(0, \phi_{\lambda}(y) e^{-\lambda x}-\kappa \phi_{\lambda+\eta}(y) e^{-(\lambda+\eta) x}\right)
$$

for some small $\eta>0$ and large $\kappa>0$.

Our goal is to prove that $T$ is then bounded, and even decays to 0 as $x \rightarrow-\infty$. We will argue by contradiction, assuming that $T$ is unbounded. Let us first prove that " unbounded temperature leads to complete burning".

Lemma 2.2 If $T$ is not bounded, then $Y(-\infty, \cdot)=0$.
Proof. Let us assume that $T$ is not bounded. then the upper bound on $T$ in (2.3) implies that there exists a sequence of points $\left(x_{k}, y_{k}\right) \in \mathbb{R} \times \bar{\Omega}$ such that $x_{k} \rightarrow-\infty$ and $T\left(x_{k}, y_{k}\right) \rightarrow+\infty$ as $k \rightarrow+\infty$. On the other hand, since $Y$ is bounded and $T$ is positive, the Harnack inequality implies that $|\nabla T| / T$ is bounded in $\mathbb{R} \times \Omega$. Therefore, for each $R>0$,

$$
\min _{(x, y) \in\left[x_{k}-R, x_{k}+R\right] \times \bar{\Omega}} T(x, y) \quad \rightarrow+\infty \text { as } k \rightarrow+\infty .
$$

Set $m=f(1)>0$ and let the function $\rho \mapsto \mu^{N}(\rho)$ be defined as in (2.2). The variational principle

$$
\mu^{N}(\rho)=\min _{w \in H^{1}(\Omega), w \neq 0} \frac{\int_{\Omega} \operatorname{Le}^{-1}|\nabla w|^{2}-\rho u(y) w^{2}}{\int_{\Omega} w^{2}}
$$

implies that the function $\rho \mapsto \mu^{N}(\rho)$ is concave as a minimum of affine functions. Observe also that $\mu^{N}(0)=0$. Therefore, there exist exactly two real numbers $\rho_{ \pm}$such that $\rho_{-}<0<\rho_{+}$and

$$
\mu^{N}\left(-\rho_{ \pm}\right)=\mathrm{Le}^{-1} \rho_{ \pm}^{2}+c \rho_{ \pm}-m .
$$

We denote by $\psi_{ \pm}$the two principal eigenfunctions of the problems (2.2) with the values $\delta=-\rho_{ \pm}$, normalized so that, say, $\min _{\bar{\Omega}} \psi_{ \pm}=1$. The functions $u_{ \pm}(x, y)=e^{\rho_{ \pm} x} \psi_{ \pm}(y)$ then satisfy

$$
\left\{\begin{array}{rll}
\mathrm{Le}^{-1} \Delta u_{ \pm}+(c-u(y)) \partial_{x} u_{ \pm}-m u_{ \pm} & =0 & \text { in } \mathbb{R} \times \Omega \\
\frac{\partial u_{ \pm}}{\partial n} & =0 & \\
\text { on } \mathbb{R} \times \partial \Omega
\end{array}\right.
$$

Fix now any $R>0$ and choose $N \in \mathbb{N}$ so that

$$
\min _{(x, y) \in\left[x_{k}-R, x_{k}+R\right] \times \bar{\Omega}} T(x, y) \geq 1
$$

for all $k \geq N$. Then, as the function $f(T)$ is increasing, we have $f(T) \geq f(1)=m$ in $\left[x_{k}-R, x_{k}+\right.$ $R] \times \bar{\Omega}$ for all $k \geq N$. Hence, the function $Y$ satisfies

$$
\mathrm{Le}^{-1} \Delta Y+(c-u(y)) Y_{x}-m Y \geq 0
$$

in $\left[x_{k}-R, x_{k}+R\right] \times \bar{\Omega}$ for all $k \geq N$. It also obeys the Neumann boundary conditions on $\mathbb{R} \times \partial \Omega$. Furthermore, $Y \leq 1$ in $\mathbb{R} \times \Omega$. It then follows from the maximum principle that

$$
\forall(x, y) \in\left[x_{k}-R, x_{k}+R\right] \times \bar{\Omega}, \quad Y(x, y) \leq e^{\rho_{+}\left(x-x_{k}-R\right)} \psi_{+}(y)+e^{\rho_{-}\left(x-x_{k}+R\right)} \psi_{-}(y) .
$$

It follows that along the segment $x=x_{k}$ the function $Y$ is small:

$$
\limsup _{k \rightarrow+\infty} \max _{\bar{\Omega}} Y\left(x_{k}, \cdot\right) \leq \max \left(\max _{\bar{\Omega}} \psi_{+}, \max _{\bar{\Omega}} \psi_{-}\right) \times\left(e^{-\rho_{+} R}+e^{\rho_{-} R}\right) .
$$

Now, since $Y \geq 0$, and $R>0$ can be chosen arbitrary, one concludes that $Y\left(x_{k}, \cdot\right) \rightarrow 0$ uniformly in $\bar{\Omega}$ as $k \rightarrow+\infty$.

Let now $\varepsilon>0$ be any positive real number, and let $N \in \mathbb{N}$ be such that $Y\left(x_{k}, y\right) \leq \varepsilon$ for all $k \geq N$ and $y \in \bar{\Omega}$. Since the function $Y$ actually satisfies

$$
\mathrm{Le}^{-1} \Delta Y+(c-u(y)) Y_{x}=f(T) Y \geq 0
$$

it then follows from the maximum principle that

$$
Y(x, y) \leq \varepsilon
$$

for all $(x, y) \in\left[x_{k}, x_{N}\right] \times \bar{\Omega}$ and $k \geq N$ such that $x_{k} \leq x_{N}$. Since $x_{k} \rightarrow-\infty$ as $k \rightarrow+\infty$, one concludes that $Y \leq \varepsilon$ in $\left(-\infty, x_{N}\right] \times \bar{\Omega}$. The conclusion of Lemma 2.2 now follows, as $Y \geq 0$.

Lemma 2.3 The function $T$ is bounded.
Proof. Assume that $T$ is not bounded. Lemma 2.2 implies that $Y(x, y)$ goes to zero as $x \rightarrow-\infty$, uniformly in $y \in \bar{\Omega}$. Hence, there exists $A \geq 0$ such that

$$
\forall x \leq-A, \forall y \in \bar{\Omega}, \quad f^{\prime}(0) Y(x, y) \leq \alpha:=\min \left(\frac{\mu_{q}(0)}{2}, \frac{f^{\prime}(0)}{2}\right)
$$

Note that $\alpha>0$ since both $\mu_{q}(0)($ as $q>0)$ and $f^{\prime}(0)$ are positive. As a consequence of the continuity of the function $\mu_{q}$ and (2.1) there exists $\Lambda>\lambda$ such that

$$
-\mu_{q}(\Lambda)-c \Lambda+\Lambda^{2}<-\frac{f^{\prime}(0)}{2} .
$$

We denote by $U$ the positive function defined by

$$
T(x, y)=U(x, y) e^{-\Lambda x} \phi_{\Lambda}(y),
$$

where $\phi_{\Lambda}$ solves (1.11) with the parameter $\Lambda$ and is normalized so that $\left\|\phi_{\Lambda}\right\|_{L^{2}(\Omega)}=1$. Because of the upper bound (2.3) for $T$, one has $U(-\infty, \cdot)=0$ as $\lambda<\Lambda$. The function $U(x, y)$ satisfies the homogeneous Neumann boundary condition $\partial_{n} U=0$ on $\mathbb{R} \times \partial \Omega$. Furthermore, it is straightforward to check that

$$
\Delta U+(c-u(y)-2 \Lambda) U_{x}+2 \frac{\nabla_{y} \phi_{\Lambda}}{\phi_{\Lambda}} \cdot \nabla_{y} U+\left(\Lambda^{2}-\mu_{q}(\Lambda)-c \Lambda+g(x, y)\right) U=0 \text { in } \mathbb{R} \times \Omega,
$$

where

$$
0 \leq g(x, y)=\frac{f(T(x, y))}{T(x, y)} Y(x, y) \leq f^{\prime}(0) Y(x, y) \leq \alpha \text { in }(-\infty,-A] \times \Omega
$$

Therefore, we have

$$
\Delta U+(c-u(y)-2 \Lambda) U_{x}+2 \frac{\nabla_{y} \phi_{\Lambda}}{\phi_{\Lambda}} \cdot \nabla_{y} U+\left(\Lambda^{2}-\mu_{q}(\Lambda)-c \Lambda+\alpha\right) U \geq 0 \text { in }(-\infty,-A] \times \Omega
$$

Furthermore, $\Lambda^{2}-\mu_{q}(\Lambda)-c \Lambda+\alpha<0$ due to the choices of $\Lambda$ and $\alpha$. We shall now apply the maximum principle to the previous operator, and look for a suitable super-solution. Since $\alpha \leq \mu_{q}(0) / 2$ and $\mu_{q}(0)>0$, there exists $\beta>0$ small such that

$$
\beta^{2}+c \beta-\mu_{q}(-\beta)+\alpha<0 .
$$

One can then check that the function

$$
\bar{U}(x, y)=e^{(\Lambda+\beta) x} \times \frac{\phi_{-\beta}(y)}{\phi_{\Lambda}(y)}
$$

satisfies

$$
\begin{aligned}
\Delta \bar{U}+ & (c-u(y)-2 \Lambda) \bar{U}_{x}+2 \frac{\nabla_{y} \phi_{\Lambda}}{\phi_{\Lambda}} \cdot \nabla_{y} \bar{U}+\left(\Lambda^{2}-\mu_{q}(\Lambda)-c \Lambda+\alpha\right) \bar{U} \\
& =\left(\beta^{2}+c \beta-\mu_{q}(-\beta)+\alpha\right) \bar{U} \leq 0 \text { in } \mathbb{R} \times \Omega
\end{aligned}
$$

Furthermore, the function $\bar{U}$ obeys the Neumann boundary conditions $\partial_{n} \bar{U}=0$ on $\mathbb{R} \times \partial \Omega$. It follows from the maximum principle that the difference $\bar{U}-U$ can not attain an interior negative minimum. Moreover, $\bar{U} \geq 0$ and one can normalize the function $\phi_{-\beta}$ in such a way that $U(-A, y) \leq \bar{U}(-A, y)$ for all $y \in \bar{\Omega}$. Finally, both $U$ and $\bar{U}$ tend to zero as $x \rightarrow-\infty$. We conclude that

$$
\forall x \leq-A, \forall y \in \bar{\Omega}, \quad U(x, y) \leq \bar{U}(x, y)
$$

In other words,

$$
\forall x \leq-A, \forall y \in \bar{\Omega}, \quad T(x, y) \leq e^{\beta x} \phi_{-\beta}(y) .
$$

It follows that $T(-\infty, \cdot)=0$, in addition to $T(+\infty, \cdot)=0$ that follows directly from (2.3). That contradicts the unboundedness of $T$ and the proof of Lemma 2.3 is complete.

To complete the proof of Theorem 1.2, one only has to prove the following
Lemma 2.4 The pair $(T, Y)$ satisfies (1.9) and $T(-\infty, \cdot)=0, Y(-\infty, \cdot)=Y_{\infty} \in[0,1)$.
Proof. The limits of the functions $T$ and $Y$ as $x \rightarrow+\infty$ follow immediately from (2.3). So one only has to study the limits of $T$ and $Y$ as $x \rightarrow-\infty$. Moreover, since both $T$ and $Y$ are globally bounded, standard elliptic estimates imply that $\nabla T$ and $\nabla Y$ are globally bounded as well. We show now that the integral

$$
\begin{equation*}
\int_{\mathbb{R} \times \Omega} f(T(x, y)) Y(x, y) d x d y \tag{2.4}
\end{equation*}
$$

is finite. To this end we integrate equation (1.8) satisfied by $Y$ over the domain $(-N, N) \times \Omega$ with $N>0$ and obtain

$$
\begin{align*}
& \int_{\Omega}\left[\operatorname{Le}^{-1}\left(Y_{x}(N, y)-Y_{x}(-N, y)\right)+(c-u(y))(Y(N, y)-Y(-N, y))\right] d y \\
& =\int_{(-N, N) \times \Omega} f(T(x, y)) Y(x, y) d x d y \tag{2.5}
\end{align*}
$$

But the left-hand side is bounded independently of $N$ and the function $f(T) Y$ is positive in $\mathbb{R} \times \Omega$. Therefore, the integral (2.4) indeed converges.

Next, we show that the integral

$$
\begin{equation*}
\int_{\mathbb{R} \times \Omega}|\nabla Y|^{2} d x d y<+\infty \tag{2.6}
\end{equation*}
$$

is finite. To see this we multiply equation (1.8) satisfied by $Y$ by $Y$ itself, and integrate over $(-N, N) \times \Omega$ for $N>0$ :

$$
\begin{aligned}
& \int_{\Omega}\left[\operatorname{Le}^{-1}\left(Y_{x}(N, y) Y(N, y)-Y_{x}(-N, y) Y(N, y)\right)+\frac{1}{2}(c-u(y))\left(Y^{2}(N, y)-Y^{2}(-N, y)\right)\right] d y \\
& =\int_{(-N, N) \times \Omega}\left[f(T(x, y)) Y^{2}(x, y)+\mathrm{Le}^{-1}|\nabla Y|^{2}\right] d x d y
\end{aligned}
$$

Since the left-hand side is again bounded independently of $N$, and since

$$
\begin{aligned}
& 0 \leq \int_{(-N, N) \times \Omega} f(T(x, y)) Y^{2}(x, y) d x d y \leq \int_{(-N, N) \times \Omega} f(T(x, y)) Y(x, y) d x d y \\
& \leq \int_{\mathbb{R} \times \Omega} f(T(x, y)) Y(x, y) d x d y<\infty
\end{aligned}
$$

one concludes that the integral (2.6) converges as well.
Choose now any sequence $\left(x_{k}\right)_{k \in \mathbb{N}} \rightarrow-\infty$ and define the translates

$$
Y_{k}(x, y)=Y\left(x_{k}+x, y\right) .
$$

The functions $\left(Y_{k}\right)$ are bounded in the local Sobolev norms $W_{l o c}^{2, p}(\bar{D})$ for all $p<\infty$. Therefore, up to the extraction of a subsequence, the functions $Y_{k}$ converge in $C_{l o c}^{1}(\mathbb{R} \times \bar{\Omega})$ to a function $Y_{\infty}(x, y)$. It follows from (2.6) that $Y_{\infty}$ is constant. We now show that this constant does not depend on the choice of the subsequence. Recall that $Y_{x}(+\infty, \cdot)=0$ because $Y$ converges to a constant as $x \rightarrow+\infty$ and because of standard elliptic estimates, as above. We set $N=-x_{k}$ in (2.5) and pass to the limit $N=-x_{k} \rightarrow+\infty$. This leads to

$$
\int_{\Omega}(c-u(y))\left(1-Y_{\infty}\right) d y=\int_{\mathbb{R} \times \Omega} f(T(x, y)) Y(x, y) d x d y
$$

Since $u$ has zero average over $\Omega$, one concludes that

$$
c|\Omega|\left(1-Y_{\infty}\right)=\int_{\mathbb{R} \times \Omega} f(T(x, y)) Y(x, y) d x d y
$$

Here $|\Omega|$ denotes the Lebesgue measure of the cross-section $\Omega$. As a consequence, the limit value $Y_{\infty}$ does not depend on the sequence $\left(x_{k}\right)$. Thus, the limit $Y(-\infty, \cdot)=Y_{\infty} \in[0,1]$ exists, and $Y_{x}(-\infty, \cdot)=0$. Note that the integral

$$
\int_{\mathbb{R} \times \Omega} f(T(x, y)) Y(x, y) d x d y
$$

is not zero, whence $Y_{\infty}<1$.
Let us now prove that $T(-\infty, \cdot)=T_{x}(-\infty, \cdot)=0$. Integrate the equation (1.8) satisfied by $T$ over $(-N, N) \times \Omega$ for $N>0$. One gets that

$$
\begin{aligned}
& \int_{\Omega}\left[\left(T_{x}(N, y)-T_{x}(-N, y)\right)+(c-u(y))(T(N, y)-T(-N, y))\right] d y \\
& +\int_{(-N, N) \times \Omega} f(T(x, y)) Y(x, y) d x d y=\int_{(-N, N) \times \partial \Omega} q T .
\end{aligned}
$$

But the left-hand side is bounded independently of $N$ and the function $T$ is positive. Therefore, the integral

$$
\int_{\mathbb{R} \times \partial \Omega} q T
$$

converges. Next, we multiply by $T$ the equation (1.8) satisfied by $T$ over $(-N, N) \times \Omega$ and integrate by parts. One gets that the integral

$$
\int_{\mathbb{R} \times \Omega}|\nabla T|^{2} d x d y
$$

converges as well. As in the above argument for the function $Y$, it follows that any sequence of translates $T_{k}(x, y)=T\left(x_{k}+x, y\right)$ (with $x_{k} \rightarrow-\infty$ as $k \rightarrow+\infty$ ) will converge, up to extraction of a subsequence, in $C_{l o c}^{1}(\mathbb{R} \times \bar{\Omega})$ to a constant $T_{\infty}$. The heat-loss boundary conditions (1.7) imply that $q T_{\infty}=0$, whence $T_{\infty}=0$. In other words, the limit value does not depend on the choice of the sequence $\left(x_{k}\right)$, and then $T(-\infty, \cdot)=T_{x}(-\infty, \cdot)=0$. That completes the proof of Lemma 2.4.

The proof of Theorem 1.2 is also complete, apart from the proof of the positivity of $Y_{\infty}$. This will be done in the next section, actually in the more general framework of Theorem 1.3.

## 3 Qualitative properties of the fronts

### 3.1 Boundedness of $T$ for any solution of (1.7-1.9)

This section is devoted to the
Proof of Theorem 1.3. Let $(c, T, Y)$ be a locally bounded smooth solution of (1.8-1.9) with the boundary conditions (1.7) such that $0<T$ and $0<Y<1$ - we do not assume here that $T$ satisfies the exponential bounds as in Proposition 2.1. In particular, the decay rate of $T$ as $x \rightarrow+\infty$ is not known a priori. It has been already proved in [5] that then

$$
\begin{equation*}
c \geq c_{q}^{*} \tag{3.1}
\end{equation*}
$$

This fact does not rely on the global boundedness of $T$, but simply on the study of the limiting equation as $x \rightarrow+\infty$. Here we will prove that actually $T$ has to be globally bounded.

Let us first prove that $Y$ converges to a constant as $x \rightarrow-\infty$. Note that, as $T$ is bounded for $x>0$ and $Y$ converges to 1 as $x \rightarrow+\infty$, it follows from the standard elliptic estimates that $Y_{x}(+\infty, \cdot)=0$. Moreover, the boundary conditions (1.7) imply that $Y_{x}(-\infty, \cdot)=0$. Then, as in the proof of Lemma 2.4, we conclude that the integral

$$
\begin{equation*}
\int_{\mathbb{R} \times \Omega} f(T(x, y)) Y(x, y) d x d y \tag{3.2}
\end{equation*}
$$

converges. Furthermore, the integral

$$
\int_{\mathbb{R} \times \Omega}|\nabla Y(x, y)|^{2} d x d y
$$

converges as well. Still, in order to prove the convergence of $Y$ to a constant as $x \rightarrow-\infty$, one cannot follow the arguments in the proof of Lemma 2.4, because the function $T$ is not known to be a priori bounded. Therefore, the functions $Y\left(x_{k}+\cdot, \cdot\right)$ do not a priori satisfy the uniform $W_{l o c}^{2, p}$ estimates as $x_{k} \rightarrow-\infty$. We shall adapt the proof to overcome this lack of a priori bounds. Fix $a \in \mathbb{R}$ and let $\left(x_{k}\right)_{k \in \mathbb{N}}$ be any sequence converging to $-\infty$ as $k \rightarrow+\infty$. We introduce a modified translate $Y_{k}(x, y)=Y\left(x_{k}+a+x, y\right)$. Observe that

$$
\int_{\left(a+x_{k}, a+1+x_{k}\right) \times \Omega}|\nabla Y|^{2} d x d y=\int_{(0,1) \times \Omega}\left|\nabla Y_{k}\right|^{2} d x d y \rightarrow 0 \quad \text { as } k \rightarrow+\infty .
$$

Hence, up to extraction of a subsequence, the functions $Y_{k}$ converge in $H^{1}((0,1) \times \Omega)$ to a constant $Y_{\infty}^{a} \in[0,1]$. Next, we use (2.5) with $N=-x_{k}-a-\xi$ for $\xi \in(0,1)$ ( $k$ is chosen large enough so
that $\left.-x_{k}-a-1>0\right)$ and integrate over $\xi \in(0,1)$. We get

$$
\begin{aligned}
& \int_{(0,1) \times \Omega} \mathrm{Le}^{-1}\left(Y_{x}\left(-x_{k}-a-\xi, y\right)-Y_{x}\left(x_{k}+a+\xi, y\right)\right) d \xi d y \\
& +\int_{(0,1) \times \Omega}(c-u(y))\left(Y\left(-x_{k}-a-\xi, y\right)-Y\left(x_{k}+a+\xi, y\right)\right) d y \\
& =\int_{0}^{1}\left(\int_{\left(x_{k}+a+\xi,-x_{k}-a-\xi\right) \times \Omega} f(T(x, y)) Y(x, y) d x d y\right) d \xi
\end{aligned}
$$

The first term of the left side converges to 0 as $k \rightarrow+\infty$ because $Y_{x}( \pm \infty, \cdot)=0$ uniformly in $y \in \bar{\Omega}$. The second term of the left side converges to

$$
\int_{\Omega}(c-u(y))\left(1-Y_{\infty}^{a}\right) d y=\left(1-Y_{\infty}^{a}\right) c|\Omega|
$$

because $Y(+\infty, \cdot)=1$ and $Y_{k} \rightarrow Y_{\infty}^{a}$ in $H^{1}((0,1) \times \Omega)$ as $k \rightarrow+\infty$. We used here the fact that $u(y)$ has mean zero (1.3). Lastly, the right-hand side converges to

$$
\int_{\mathbb{R} \times \Omega} f(T(x, y)) Y(x, y) d x d y
$$

by the dominated convergence theorem: this integral is finite - see (3.2). Therefore,

$$
\begin{equation*}
\left(1-Y_{\infty}^{a}\right) c|\Omega|=\int_{\mathbb{R} \times \Omega} f(T(x, y)) Y(x, y) d x d y \tag{3.3}
\end{equation*}
$$

But the right side of (3.3) is positive because $f(T) Y$ is continuous and positive in $\mathbb{R} \times \Omega$. As a consequence, $c>0$ and $Y_{\infty}^{a}<1$ does not depend on $a$, nor on the sequence $\left(x_{k}\right)$. We conclude that there exists a constant $Y_{\infty} \in[0,1)$ such that

$$
Y\left(\zeta_{k}+\cdot, \cdot\right) \rightarrow Y_{\infty} \text { in } H_{l o c}^{1}(\mathbb{R} \times \Omega) \text { as } k \rightarrow+\infty
$$

for any sequence $\left(\zeta_{k}\right)_{k \in \mathbb{N}} \rightarrow-\infty$.
Let us now prove that $T$ is in $L^{\infty}(\mathbb{R} \times \Omega)$. Assume that $T$ is unbounded. Since the right limit $T(+\infty, \cdot)=0$ exists, there has to exist a sequence $\left(x_{k}, y_{k}\right)_{k \in \mathbb{N}}$ in $\mathbb{R} \times \bar{\Omega}$ such that $x_{k} \rightarrow-\infty$ and

$$
\begin{equation*}
T\left(x_{k}, y_{k}\right) \rightarrow+\infty \tag{3.4}
\end{equation*}
$$

as $k \rightarrow+\infty$. As already explained in the proof of Lemma 2.2 , one deduces that

$$
\min _{(x, y) \in\left[x_{k}-1, x_{k}+1\right] \times \bar{\Omega}} T(x, y) \rightarrow+\infty
$$

as $k \rightarrow+\infty$. Hence, we also have

$$
\min _{(x, y) \in\left[x_{k}-1, x_{k}+1\right] \times \bar{\Omega}} f(T(x, y)) \rightarrow+\infty
$$

as $k \rightarrow+\infty$, because $f(+\infty)=+\infty$. But

$$
\begin{aligned}
& \int_{\mathbb{R} \times \Omega} f(T(x, y)) Y(x, y) d x d y \geq \int_{\left(x_{k}-1, x_{k}+1\right) \times \Omega} f(T(x, y)) Y(x, y) d x d y \\
& \geq \min _{(x, y) \in\left[x_{k}-1, x_{k}+1\right] \times \bar{\Omega}} f(T(x, y)) \times \int_{\left(x_{k}-1, x_{k}+1\right) \times \Omega} Y(x, y) d x d y
\end{aligned}
$$

and

$$
\int_{\left(x_{k}-1, x_{k}+1\right) \times \Omega} Y(x, y) d x d y \rightarrow 2|\Omega| Y_{\infty}
$$

as $k \rightarrow+\infty$. We conclude that $Y_{\infty}=0$ if $T$ is unbounded as $x \rightarrow-\infty$. On the other hand, since $|\nabla T| / T$ is bounded, the functions

$$
T_{k}(x, y)=\frac{T\left(x_{k}+x, y\right)}{T\left(x_{k}, y_{k}\right)}
$$

are then locally bounded according to the Harnack inequality. They satisfy

$$
\left\{\begin{array}{rlll}
\Delta T_{k}+(c-u(y)) \partial_{x} T_{k}+g_{k}(x, y) T_{k}(x, y) & =0 & \text { in } \mathbb{R} \times \Omega \\
\frac{\partial T_{k}}{\partial n}+q T_{k} & =0 & & \text { on } \mathbb{R} \times \partial \Omega
\end{array}\right.
$$

where

$$
0 \leq g_{k}(x, y)=\frac{f\left(T\left(x_{k}+x, y\right)\right)}{T\left(x_{k}+x, y\right)} Y\left(x_{k}+x, y\right) \leq f^{\prime}(0) Y\left(x_{k}+x, y\right) \leq f^{\prime}(0)
$$

Moreover, $g_{k} \rightarrow 0$ in $L_{l o c}^{2}(\mathbb{R} \times \bar{\Omega})$ since $Y\left(x_{k}+x, y\right) \rightarrow 0$ in $L_{l o c}^{2}(\mathbb{R} \times \bar{\Omega})$. Since the functions $g_{k}$ are uniformly bounded in $L^{\infty}(\mathbb{R} \times \Omega)$, the functions $T_{k}$ are then bounded in $W_{l o c}^{2, p}(\mathbb{R} \times \Omega)$ for all $1 \leq p<+\infty$ and they converge, up to extraction of some subsequence, weakly in $W_{\text {loc }}^{2, p}(\mathbb{R} \times \Omega)$ for all $1 \leq p<+\infty$ - and then in $C_{l o c}^{1, \beta}(\mathbb{R} \times \bar{\Omega})$ for all $0 \leq \beta<1$, to a solution $T_{\infty}$ of

$$
\left\{\begin{array}{rll}
\Delta T_{\infty}+(c-u(y)) \partial_{x} T_{\infty} & =0 & \text { in } \mathbb{R} \times \Omega \\
\frac{\partial T_{\infty}}{\partial n}+q T_{\infty} & =0 & \text { on } \mathbb{R} \times \partial \Omega
\end{array}\right.
$$

The elliptic regularity theory implies that the function $T_{\infty}$ is actually of the class $C_{l o c}^{2, \alpha_{0}}(\mathbb{R} \times \bar{\Omega})$. Observe that it follows from the boundary condition $T_{x} \rightarrow 0$ as $x \rightarrow-\infty$ in (1.7) and (3.4) that $\partial_{x} T_{k}(x, y)=T_{x}\left(x_{k}+x, y\right) / T\left(x_{k}, y_{k}\right) \rightarrow 0$ locally uniformly as $k \rightarrow+\infty$, whence $T_{\infty}=T_{\infty}(y)$. The function $T_{\infty}$ is a solution of

$$
\left\{\begin{array}{rll}
\Delta_{y} T_{\infty} & =0 & \text { in } \Omega  \tag{3.5}\\
\frac{\partial T_{\infty}}{\partial n}+q T_{\infty} & =0 & \\
\text { on } \partial \Omega .
\end{array}\right.
$$

Furthermore, $T_{k}\left(0, y_{k}\right)=1$ and one can assume, up to extraction of another subsequence, that the sequence $y_{k} \rightarrow y_{\infty} \in \bar{\Omega}$ as $k \rightarrow+\infty$ - hence $T_{\infty}\left(y_{\infty}\right)=1$. Since $T_{\infty}$ is nonnegative (because the $T_{k}$ are positive), the strong maximum principle and the Hopf lemma imply that $T_{\infty}$ is positive in $\bar{\Omega}$. However, integrating (3.5) over $\Omega$ leads to

$$
\int_{\partial \Omega} q T_{\infty}(y) d \sigma(y)=0
$$

This is a contradiction. As a consequence, $T$ belongs to $L^{\infty}(\mathbb{R} \times \Omega)$. It then follows from the results of [5] that $T(-\infty, \cdot)=0$, and $Y\left(\zeta_{k}+\cdot, \cdot\right) \rightarrow Y_{\infty}$ in $C_{l o c}^{1}(\mathbb{R} \times \bar{\Omega})$ for any sequence $\zeta_{k} \rightarrow-\infty$.

To complete the proof of Theorem 1.3, it only remains to prove that $Y_{\infty}>0$ - one already knows that $Y_{\infty} \in[0,1)$. Let us argue by contraction and assume that $Y_{\infty}=0$. First, since $c \geq c_{q}^{*}$ and the function $s \mapsto \mu_{q}(s)$ is continuous with $\mu_{q}(0)<f^{\prime}(0)$, there exists then $\lambda>0$ such that $\mu_{q}(\lambda)=f^{\prime}(0)-c \lambda+\lambda^{2}$. Since $T$ is bounded in $D=\mathbb{R} \times \Omega$, there exists then a constant $C_{0}>0$
such that $T(x, y) \leq C_{0} e^{-\lambda x}$ for all $x \leq 0$ and $y \in \bar{\Omega}$. Therefore, the arguments used in the proof of Lemma 2.3 (using the fact that $Y_{\infty}$ is zero) imply then that

$$
\begin{equation*}
T(x, y) \leq \gamma e^{\beta x} \text { for all } x \leq 0 \text { and } y \in \bar{\Omega} \tag{3.6}
\end{equation*}
$$

for some positive constants $\gamma$ and $\beta$.
We now claim that

$$
\begin{equation*}
\Lambda:=\limsup _{x \rightarrow-\infty, y \in \bar{\Omega}} \frac{Y_{x}(x, y)}{Y(x, y)}=0 \tag{3.7}
\end{equation*}
$$

We already know that $Y>0$ in $\mathbb{R} \times \bar{\Omega}$ from the strong maximum principle and the Hopf lemma, and that $|\nabla Y| / Y$ is globally bounded from the Harnack inequality and the fact that $f(T)$ is bounded. Therefore, $\Lambda$ is finite. Furthermore, $\Lambda \geq 0$ because $Y>0=Y(-\infty, \cdot)$. Let now $\left(x_{k}, y_{k}\right)$ be a sequence of points in $\mathbb{R} \times \bar{\Omega}$ such that $x_{k} \rightarrow-\infty$ and

$$
\frac{Y_{x}\left(x_{k}, y_{k}\right)}{Y\left(x_{k}, y_{k}\right)} \rightarrow \Lambda \quad \text { as } k \rightarrow+\infty
$$

Up to extraction of some subsequence, one can assume that $y_{k} \rightarrow y_{\infty} \in \bar{\Omega}$ as $k \rightarrow+\infty$. Consider now the functions

$$
Y_{k}(x, y)=\frac{Y\left(x+x_{k}, y\right)}{Y\left(x_{k}, y_{k}\right)}
$$

They are locally bounded in $\mathbb{R} \times \bar{\Omega}$ and satisfy

$$
\mathrm{Le}^{-1} \Delta Y_{k}+(c-u(y)) \partial_{x} Y_{k}=f\left(T\left(x+x_{k}, y\right)\right) Y_{k}
$$

in $\mathbb{R} \times \Omega$ and the Neumann boundary condition on $\mathbb{R} \times \partial \omega$. Moreover, $f\left(T\left(x+x_{k}, y\right)\right) \rightarrow 0$ locally uniformly in $\mathbb{R} \times \bar{\Omega}$ as $k \rightarrow+\infty$ because $T(-\infty, \cdot)=0$ and $f(0)=0$. From standard elliptic estimates, up to extraction of some subsequence, the functions $Y_{k}$ converge in $W_{l o c}^{2, p}(\mathbb{R} \times \bar{\Omega})$ weak for all $1 \leq p<+\infty$, to a solution $Z(x, y)$ of

$$
\mathrm{Le}^{-1} \Delta Z+(c-u(y)) Z_{x}=0 \text { in } \mathbb{R} \times \Omega
$$

satisfying the Neumann boundary condition on $\mathbb{R} \times \partial \Omega$. Furthermore, $Z\left(0, y_{\infty}\right)=1, Z \geq 0-$ and thus $Z>0$ in $\mathbb{R} \times \bar{\Omega}$ from the strong maximum principle and the Hopf lemma, $Z_{x} / Z \leq \Lambda$ in $\mathbb{R} \times \bar{\Omega}$ and $Z_{x}\left(0, y_{\infty}\right) / Z\left(0, y_{\infty}\right)=\Lambda$. However, the function $W(x, y)=Z_{x}(x, y) / Z(x, y)$ satisfies the equation

$$
\mathrm{Le}^{-1} \Delta W+2 \mathrm{Le}^{-1} \frac{\nabla Z}{Z} \cdot \nabla W+(c-u(y)) W_{x}=0 \text { in } \mathbb{R} \times \Omega
$$

with the Neumann boundary condition on $\mathbb{R} \times \Omega$. Therefore, $W(x, y)=\Lambda$ for all $(x, y) \in \mathbb{R} \times \bar{\Omega}$ from the strong maximum principle and the Hopf lemma. In other words, $Z(x, y)=e^{\Lambda x} \phi(y)$, for some positive function $\phi$ in $\bar{\Omega}$ satisfying

$$
\left\{\begin{aligned}
\mathrm{Le}^{-1} \Delta \phi+\mathrm{Le}^{-1} \Lambda^{2} \phi+\Lambda(c-u(y)) \phi & =0 \text { in } \Omega \\
\frac{\partial \phi}{\partial n} & =0 \text { on } \partial \Omega
\end{aligned}\right.
$$

As a consequence,

$$
\mathrm{Le}^{-1} \Lambda^{2}+c \Lambda=\mu^{N}(-\Lambda)
$$

where $\mu^{N}(-\Lambda)$ is the first eigenvalue of problem (2.2) with $\delta=-\Lambda$. But the function $\mu^{N}$ is concave and $\mu^{N}(0)=0$. Furthermore, as, for instance, it has been computed in [5], we have

$$
\left(\mu^{N}\right)^{\prime}(0)=-\int_{\Omega} u(y) \psi_{0}^{2}(y) d y
$$

where $\psi_{0}$ is the principal eigenfunction of (2.2) with $\delta=0$ and with the unit $L^{2}$ norm. Thus $\psi_{0}$ is constant and $\left(\mu^{N}\right)^{\prime}(0)=0$ because $u$ has zero average. It follows that the function $\mu^{N}$ is nonpositive everywhere, whence

$$
\mathrm{Le}^{-1} \Lambda^{2}+c \Lambda=\mu^{N}(-\Lambda) \leq 0 .
$$

But $\Lambda \geq 0$ and $c>0$. As a conclusion, $\Lambda=0$ and (3.7) is proved. Note also that $Z(x, y)$ is then equal to $\psi(y)$, where $\psi$ is the first eigenfunction of (2.2) with $\delta=0$ and $\psi\left(y_{\infty}\right)=1$, namely $\psi \equiv 1$ in $\bar{\Omega}$. Thus, $Z \equiv 1$ in $\mathbb{R} \times \bar{\Omega}$.

Fix now $\varepsilon>0$ such that $\varepsilon<\beta$, where $\beta>0$ is as in (3.6). It follows from (3.7) that there exists then $A \geq 0$ such that $Y_{x}(x, y) / Y(x, y) \leq \varepsilon$ for all $x \leq-A$ and $y \in \bar{\Omega}$. It follows immediately that

$$
\begin{equation*}
\forall x \leq-A, \forall y \in \bar{\Omega}, \quad Y(x, y) \geq \nu e^{\varepsilon x} \tag{3.8}
\end{equation*}
$$

where $\nu=e^{-\varepsilon A} \times \min _{y \in \bar{\Omega}} Y(-A, y)>0$.
As we have shown in in the proof of (3.7), there exists a sequence ( $x_{k}, y_{k}$ ) such that $x_{k} \rightarrow-\infty$ and the functions $(x, y) \mapsto Y\left(x+x_{k}, y\right) / Y\left(x_{k}, y_{k}\right)$ converge to the constant 1 (at least) in $C_{l o c}^{1}(\mathbb{R} \times \bar{\Omega})$ as $k \rightarrow+\infty$. Without loss of generality, one can assume that $x_{k} \leq-A \leq 0$ for all $k \in \mathbb{N}$. Now use the fact that $Y_{\infty}=Y(-\infty, \cdot)=Y_{x}(-\infty, \cdot)=0$ and integrate the equation (1.8) satisfied by $Y$, over the domain $\left(-\infty, x_{k}\right) \times \Omega$. One gets

$$
\begin{equation*}
\mathrm{Le}^{-1} \int_{\Omega} Y_{x}\left(x_{k}, y\right) d y+c \int_{\Omega} Y\left(x_{k}, y\right) d y-\int_{\Omega} u(y) Y\left(x_{k}, y\right) d y \leq f^{\prime}(0) \gamma|\Omega| \beta^{-1} e^{\beta x_{k}} \tag{3.9}
\end{equation*}
$$

because of (3.6) and since $f(T) Y \leq f^{\prime}(0) T$. Furthermore, as $Y\left(x+x_{k}, y\right) / Y\left(x_{k}, y_{k}\right) \rightarrow 1$ in $C_{l o c}^{1}(\mathbb{R} \times \bar{\Omega})$, and since $u(y)$ is bounded in $\Omega$ and has zero average, it follows that

$$
\frac{\int_{\Omega} Y_{x}\left(x_{k}, y\right) d y}{\int_{\Omega} Y\left(x_{k}, y\right) d y} \rightarrow 0
$$

and

$$
\frac{\int_{\Omega} u(y) Y\left(x_{k}, y\right) d y}{\int_{\Omega} Y\left(x_{k}, y\right) d y} \rightarrow|\Omega|^{-1} \int_{\Omega} u(y) d y=0
$$

as $k \rightarrow+\infty$. Putting that together with (3.9), one gets that

$$
\frac{c}{2} \int_{\Omega} Y\left(x_{k}, y\right) d y \leq f^{\prime}(0) \gamma|\Omega| \beta^{-1} e^{\beta x_{k}}
$$

for $k$ large enough, because $c>0$. But (3.8) - and the fact that $x_{k} \leq-A$ - then yields

$$
\frac{c \nu|\Omega|}{2} e^{\varepsilon x_{k}} \leq f^{\prime}(0) \gamma|\Omega| \beta^{-1} e^{\beta x_{k}}
$$

for $k$ large enough. One gets a contradiction by passing to the limit $x_{k} \rightarrow-\infty$, because $0<\varepsilon<\beta$.
As a conclusion, $Y_{\infty}=0$ is impossible. Therefore, $Y_{\infty}>0$ and the proof of Theorem 1.3 is now complete.

### 3.2 Dependence on the heat loss parameter $q>0$

This section contains the proof of Theorem 1.4.
Proof of part (a) of Theorem 1.4. Let us begin with the continuity and monotonicity of $c_{q}^{*}$ as a function of $q \in\left[0, q^{*}\right)$. Note that $c_{q}^{*}$ is well-defined for all $0 \leq q<q^{*}$, because $\mu_{q}(0)<f^{\prime}(0)$ for such $q$ 's. We first claim that, for each fixed $\lambda \in \mathbb{R}$, the principal eigenvalue $\mu_{q}(\lambda)$ is a continuous increasing function of $q \in[0,+\infty)$. Indeed, $\mu_{q}(\lambda)$ is given by the variational formula

$$
\begin{equation*}
\mu_{q}(\lambda)=\inf _{\phi \in H^{1}(\Omega), \phi \neq 0} \frac{\int_{\Omega}|\nabla \phi(y)|^{2}+q \int_{\partial \Omega} \phi(y)^{2} d S_{y}-\lambda \int_{\Omega} u(y) \phi(y)^{2} d y}{\int_{\Omega} \phi(y)^{2} d y} . \tag{3.10}
\end{equation*}
$$

Therefore, $\mu_{q}(\lambda)$ is nondecreasing and concave in $q$ as an infimum of nondecreasing affine functions. In order to show strict monotonicity in $q$ we take $0 \leq q<q^{\prime}<+\infty$, and denote by $\phi_{\lambda, q}$ and $\phi_{\lambda, q^{\prime}}$ the principal eigenfunctions of (1.11) with heat-losses $q$ and $q^{\prime}$ respectively. Next, we multiply the equation for $\phi_{\lambda, q}$ by $\phi_{\lambda, q^{\prime}}$ and that for $\phi_{\lambda, q^{\prime}}$ by $\phi_{\lambda, q}$, integrate over $\Omega$ and subtract. One gets that

$$
\left(q-q^{\prime}\right) \int_{\partial \Omega} \phi_{\lambda, q}(y) \phi_{\lambda, q^{\prime}}(y) d S_{y}=\left(\mu_{q}(\lambda)-\mu_{q^{\prime}}(\lambda)\right) \int_{\Omega} \phi_{\lambda, q}(y) \phi_{\lambda, q^{\prime}}(y) d y
$$

Since both $\phi_{\lambda, q}$ and $\phi_{\lambda, q^{\prime}}$ are positive in $\bar{\Omega}$ by Hopf lemma, it follows then that $\mu_{q}(\lambda)<\mu_{q^{\prime}}(\lambda)$. Lastly, standard elliptic estimates and the uniqueness of the principal eigenvalue and eigenfunction yield the continuity of $q \mapsto \mu_{q}(\lambda)$.

Let us now check that $c_{q}^{*}$ is strictly decreasing in $q$ for $q \in\left[0, q^{*}\right)$. By (1.12), there exists a unique $\lambda>0$ such that $\mu_{q}(\lambda)=f^{\prime}(0)-c_{q}^{*} \lambda+\lambda^{2}$. Therefore, $\mu_{q^{\prime}}(\lambda)>f^{\prime}(0)-c_{q}^{*} \lambda+\lambda^{2}$ and there exists $c^{\prime}<c_{q}^{*}$ such that $\mu_{q^{\prime}}(\lambda)=f^{\prime}(0)-c^{\prime} \lambda+\lambda^{2}$. It follows that $c_{q^{\prime}}^{*} \leq c^{\prime}<c_{q}^{*}$.

Next, we prove the continuity of $c_{q}^{*}$ as a function of $q \in\left[0, q^{*}\right)$. First, fix $q \in\left[0, q^{*}\right)$ and let $\left(q_{k}\right)_{k \in \mathbb{N}}$ be a decreasing sequence such that $q_{0}<q^{*}$ and $q_{k} \rightarrow q$ as $k \rightarrow+\infty$. It follows from the monotonicity of $c_{q}^{*}$ that

$$
\begin{equation*}
c_{q_{k}}^{*} \rightarrow c^{*} \leq c_{q}^{*} \text { as } k \rightarrow+\infty . \tag{3.11}
\end{equation*}
$$

Furthermore, for each $k$, there exists a decay rate $\lambda_{k}>0$ such that

$$
\mu_{q_{k}}\left(\lambda_{k}\right)=f^{\prime}(0)-c_{q_{k}}^{*} \lambda_{k}+\lambda_{k}^{2} .
$$

Since, as we have shown above, $\mu_{s}(\lambda)$ is increasing in $s$, one gets that

$$
\begin{equation*}
\mu_{q}\left(\lambda_{k}\right) \leq \mu_{q_{k}}\left(\lambda_{k}\right)=f^{\prime}(0)-c_{q_{k}}^{*} \lambda_{k}+\lambda_{k}^{2} \leq \mu_{q_{0}}\left(\lambda_{k}\right) \leq \mu_{q_{0}}(0)+\mu_{q_{0}}^{\prime}(0) \lambda_{k} \tag{3.12}
\end{equation*}
$$

The last inequality follows from the concavity of the function $\lambda \mapsto \mu_{h}(\lambda)$ for each $h \geq 0$ - this follows immediately from (3.10), as $\mu_{h}(\lambda)$ is an infimum of affine functions in $\lambda$. We note that the derivative $\mu_{h}^{\prime}(0)$ has been shown to exist and computed in [5]:

$$
\begin{equation*}
\mu_{h}^{\prime}(0)=-\frac{\int_{\Omega} u(y) \phi_{0, h}(y)^{2} d y}{\int_{\Omega} \phi_{0, h}(y)^{2} d y} \tag{3.13}
\end{equation*}
$$

It follows from (3.12) that

$$
\begin{equation*}
f^{\prime}(0)-c_{q_{k}}^{*} \lambda_{k}+\lambda_{k}^{2} \leq \mu_{q_{0}}(0)+\mu_{q_{0}}^{\prime}(0) \lambda_{k} . \tag{3.14}
\end{equation*}
$$

As the speeds $c_{q_{k}}^{*}$ are all uniformly bounded in $k: c_{q_{0}}^{*} \leq c_{q_{k}}^{*} \leq c_{q}^{*}$, we conclude that $\sup _{k \in \mathbb{N}} \lambda_{k}<+\infty$ since the left side of (3.14) is quadratic in $\lambda_{k}$ and the right side is linear. Furthermore, since $\mu_{q_{0}}(0)<f^{\prime}(0)$, and $c_{q_{k}}^{*}$ are uniformly bounded, (3.14) also implies that $\inf _{k \in \mathbb{N}} \lambda_{k}>0$. Up to extraction of a subsequence, one can then assume that $\lambda_{k} \rightarrow \lambda>0$ as $k \rightarrow+\infty$. For each $p \in \mathbb{N}$, one has

$$
\mu_{q}\left(\lambda_{k}\right) \leq \mu_{q_{k}}\left(\lambda_{k}\right)=f^{\prime}(0)-c_{q_{k}}^{*} \lambda_{k}+\lambda_{k}^{2} \leq \mu_{q_{p}}\left(\lambda_{k}\right)
$$

for all $k \geq p$. Passing to the limit $k \rightarrow+\infty$ leads to $\mu_{q}(\lambda) \leq f^{\prime}(0)-c^{*} \lambda+\lambda^{2} \leq \mu_{q_{p}}(\lambda)-$ see (3.11) - it follows that $\mu_{q}(\lambda)=f^{\prime}(0)-c^{*} \lambda+\lambda^{2}$ by taking the limit as $p \rightarrow+\infty$. Therefore, the line $\mu=c^{*} \lambda$ intersects the graph of $f^{\prime}(0)-\mu_{q}(\lambda)+\lambda^{2}$ and hence $c_{q}^{*} \leq c^{*}$ by definition of $c_{q}^{*}$. Taking into account (3.11) we conclude that $c_{q}^{*}=c^{*}$. Hence, $c_{q}^{*}$ is a right-continuous function of $q$.

Next, fix $q \in\left(0, q^{*}\right)$ and let $q_{k}$ be any increasing sequence of nonnegative numbers such that $q_{k} \rightarrow q$ as $k \rightarrow+\infty$. The monotonicity of $c_{q}^{*}$ implies that the sequence $c_{q_{k}}^{*}$ is decreasing and

$$
\begin{equation*}
c_{q_{k}}^{*} \rightarrow \gamma^{*} \geq c_{q}^{*} \text { as } k \rightarrow+\infty . \tag{3.15}
\end{equation*}
$$

The definition (1.12) of $c_{q}^{*}$ means that

$$
\mu_{q_{k}}(\lambda) \leq f^{\prime}(0)-c_{q_{k}}^{*} \lambda+\lambda^{2}
$$

for all $\lambda>0$. Passing to the limit $k \rightarrow+\infty$ leads to $\mu_{q}(\lambda) \leq f^{\prime}(0)-\gamma^{*} \lambda+\lambda^{2}$ for all $\lambda>0$. But since there exists $\lambda^{*}>0$ such that $\mu_{q}\left(\lambda^{*}\right)=f^{\prime}(0)-c_{q}^{*} \lambda^{*}+\left(\lambda^{*}\right)^{2}$, it follows that $\gamma^{*} \leq c_{q}^{*}$. Because of (3.15), one gets that $\gamma^{*}=c_{q}^{*}$ and hence $c_{q}^{*}$ is a left-continuous function of $q$. As we have already shown that it is also right-continuous, we conclude that $c_{q}^{*}$ is a continuous function of $q \in\left[0, q^{*}\right)$.

Positivity of $c_{0}^{*}$. The real number $\mu_{0}(\lambda)$, for each $\lambda \in \mathbb{R}$, is the principal eigenvalue of the operator $-\Delta-\lambda u(y)$ in $\Omega$ with the Neumann boundary condition. As in the case $q>0$ discussed above, the function $\lambda \mapsto \mu_{0}(\lambda)$ is concave, and (3.13) implies that

$$
\mu_{0}^{\prime}(0)=-\frac{\int_{\Omega} u(y) \phi_{0,0}(y)^{2} d y}{\int_{\Omega} \phi_{0,0}(y)^{2} d y},
$$

where $\phi_{0,0}$ is the principal eigenfunction for problem (1.11) with $\lambda=q=0$, namely $\phi_{0,0}$ is a constant. Then (1.3) implies that $\mu_{0}^{\prime}(0)=0$, and since $\mu_{0}(0)$ is also equal to zero, it follows that $\mu_{0}(\lambda) \leq 0$ for all $\lambda \in \mathbb{R}$. Since $f^{\prime}(0)>0$, one concludes from formula (1.12) with $q=0$, that $c_{0}^{*}>0$.

Extinction when $q \uparrow q^{*}$. We assume here that $\mu^{D}>f^{\prime}(0)$. By the construction of $q^{*}$, this means that $0<q^{*}<+\infty$, and $\mu_{q^{*}}(0)=f^{\prime}(0)$. Let $q_{k} \uparrow q^{*}$ and let $\left(c_{k}, T_{k}, Y_{k}\right)$ be any sequence of solutions of (1.7)-(1.9) such that $0<T_{k}, 0<Y_{k}<1$ and $\sup _{k \in \mathbb{N}} c_{k}<+\infty$. Let us prove that $\left\|T_{k}\right\|_{L^{\infty}(\mathbb{R} \times \Omega)} \rightarrow 0$ as $k \rightarrow+\infty$. Recall first that Theorem 1.3 implies that each function $T_{k}$ is bounded and $T_{k}( \pm \infty, \cdot)=0$. Furthermore, all $c_{k}>0$, and $c_{k} \geq c_{q_{k}}^{*}$. Up to translation in the variable $x_{1}$, one can assume that

$$
M_{k}:=\max _{\mathbb{R} \times \bar{\Omega}} T_{k}=\max _{\bar{\Omega}} T_{k}(0, \cdot)=T_{k}\left(0, y_{k}\right)
$$

for some $y_{k} \in \bar{\Omega}$.
Assume first that, up to extraction of a subsequence, $M_{k} \rightarrow+\infty$. Using the fact that the speeds $c_{k}$ and the functions $Y_{k}$ are uniformly bounded, one concludes from the standard elliptic regularity estimates that the functions $T_{k}$ converge to $+\infty$ locally uniformly as $k \rightarrow+\infty$. The arguments
used in Lemma 2.2 imply then that the functions $Y_{k}$ converge to 0 locally uniformly in $\mathbb{R} \times \bar{\Omega}$ as $k \rightarrow+\infty$. We introduce the functions

$$
\tilde{T}_{k}(x, y)=\frac{T_{k}(x, y)}{M_{k}}
$$

They satisfy $0<\tilde{T}_{k} \leq 1, \tilde{T}_{k}\left(0, y_{k}\right)=1$. We also have

$$
\left\{\begin{aligned}
\Delta \tilde{T}_{k}+\left(c_{k}-u(y)\right) \tilde{T}_{k, x}+g_{k}(x, y) \tilde{T}_{k} & =0 \text { in } \mathbb{R} \times \Omega \\
\frac{\partial \tilde{T}_{k}}{\partial n}+q_{k} \tilde{T}_{k} & =0 \text { on } \mathbb{R} \times \partial \Omega
\end{aligned}\right.
$$

where

$$
0 \leq g_{k}(x, y)=\frac{f\left(T_{k}(x, y)\right)}{T_{k}(x, y)} Y_{k}(x, y) \leq f^{\prime}(0) Y_{k}(x, y) \rightarrow 0 \text { as } k \rightarrow+\infty
$$

locally uniformly in $(x, y)$. Up to extraction of a subsequence, one can then assume that $c_{k} \rightarrow c \geq 0$, $y_{k} \rightarrow y_{\infty} \in \bar{\Omega}$ and $\tilde{T}_{k} \rightarrow \tilde{T}$ in all $W_{\text {loc }}^{2, p}(\mathbb{R} \times \bar{\Omega})$ with $p<+\infty$. The function $\tilde{T}$ solves

$$
\left\{\begin{aligned}
\Delta \tilde{T}+(c-u(y)) \tilde{T}_{x} & =0 \text { in } \mathbb{R} \times \Omega \\
\frac{\partial \tilde{T}}{\partial n}+q^{*} \tilde{T} & =0 \text { on } \mathbb{R} \times \partial \Omega
\end{aligned}\right.
$$

and $0 \leq \tilde{T} \leq 1, \tilde{T}\left(0, y_{\infty}\right)=1$. If $y_{\infty} \in \Omega$, the strong maximum principle implies that $\tilde{T} \equiv 1$ in $\underset{\sim}{\mathbb{R}} \times \bar{\Omega}$, which is impossible because of the boundary conditions on $\mathbb{R} \times \partial \Omega$. Therefore, $y_{\infty} \in \partial \Omega$ and $\tilde{T}<1$ in $\mathbb{R} \times \Omega$. The Hopf lemma implies then $\partial_{n} \tilde{T}\left(0, y_{\infty}\right)>0$, which is again impossible because of the boundary conditions on $\mathbb{R} \times \partial \Omega$ and because $\tilde{T}$ is positive.

As a consequence, the sequence $M_{k}$ is bounded. Assume now that, up to extraction of some subsequence, $M_{k} \rightarrow M>0$ as $k \rightarrow+\infty$. Up to extraction of another subsequence, one can then assume that $c_{k} \rightarrow c \geq 0, y_{k} \rightarrow y_{\infty} \in \bar{\Omega}$ and that the functions $T_{k}$ and $Y_{k}$ converge in all $W_{\text {loc }}^{2, p}(\mathbb{R} \times \bar{\Omega})$ with $p<+\infty$ to some solutions ( $T, Y$ ) of (1.7)-(1.8) with the speed $c$ and heat loss parameter $q=q^{*}$. One has $0 \leq Y \leq 1,0 \leq T \leq M$ and $T\left(0, y_{\infty}\right)=M>0$. Using integrations by parts as in Lemma 2.4, it follows that all integrals

$$
\int_{\mathbb{R} \times \Omega} f(T) Y, \quad \int_{\mathbb{R} \times \Omega}|\nabla Y|^{2}, \quad \int_{\mathbb{R} \times \partial \Omega} T, \quad \int_{\mathbb{R} \times \Omega}|\nabla T|^{2}
$$

are finite, and that $T( \pm \infty, \cdot)=0$. On the other hand,

$$
0=\Delta T+(c-u(y)) T_{x}+f(T) Y \leq \Delta T+(c-u(y)) T_{x}+f^{\prime}(0) T
$$

and the function $\phi(x, y)=\phi_{0, q^{*}}(y)$ solves

$$
\Delta \phi+(c-u(y)) \phi_{x}+f^{\prime}(0) \phi=\Delta_{y} \phi_{0, q^{*}}+\mu_{q^{*}}(0) \phi_{0, q^{*}}=0
$$

because $\mu_{q^{*}}(0)=f^{\prime}(0)$. The function $\phi_{0, q^{*}}(y)$ is uniformly positive and $T$ is uniformly bounded from above and is not identically zero. Hence we may find $\gamma$, the smallest positive number such that $T \leq \gamma \phi$ in $\mathbb{R} \times \bar{\Omega}$. Furthermore, since $T( \pm \infty, \cdot)=0$, there exists $\left(x^{*}, y^{*}\right) \in \mathbb{R} \times \bar{\Omega}$ such that $T\left(x^{*}, y^{*}\right)=\gamma \phi\left(x^{*}, y^{*}\right)$. The nonnegative function $z=\gamma \phi-T$ vanishes at $\left(x^{*}, y^{*}\right)$ and satisfies $\Delta z+(c-u(y)) z_{x}+f^{\prime}(0) z \leq 0$ in $\mathbb{R} \times \Omega$ and $\partial_{n} z+q^{*} z=0$ on $\mathbb{R} \times \partial \Omega$. The strong maximum principle and Hopf lemma imply then that $z \equiv 0$, namely $T \equiv \gamma \phi$ in $\mathbb{R} \times \bar{\Omega}$. But this is impossible because $T( \pm \infty, \cdot)=0$ and $\inf _{\mathbb{R} \times \Omega} \gamma \phi>0$.

We conclude that the sequence $M_{k}$ converges to 0 . This completes the proof of part (a) of Theorem 1.4.

Let us now turn to part (b) of Theorem 1.4. The proof is based on the following lemma that characterizes the linearized system as $x \rightarrow-\infty$.

Lemma 3.1 Let $(c, T, Y)$ be a solution of (1.7-1.9), with $q>0$, such that $0<T$ and $0<Y<1$. Then there exists $\beta \geq 0$ such that $\mu_{q}(-\beta)=f^{\prime}(0) Y_{\infty}+c \beta+\beta^{2}$, where $Y_{\infty}=Y(-\infty, \cdot) \in[0,1)$.

Proof. Theorem 1.3 implies that the positive function $T$ is bounded and $T( \pm \infty, \cdot)=0$. Furthermore, by Harnack's inequality, $|\nabla T| / T$ is globally bounded. Let

$$
\beta=\limsup _{x \rightarrow-\infty} \frac{T_{x}}{T}
$$

and let us check that $\beta$ satisfies the conclusion of the lemma. First, since $T(-\infty, \cdot)=0$ and $T>0, \beta$ is nonnegative. Let $\left(x_{k}, y_{k}\right)$ be a sequence of points in $\mathbb{R} \times \bar{\Omega}$ such that $x_{k} \rightarrow-\infty$ and $T_{x}\left(x_{k}, y_{k}\right) / T\left(x_{k}, y_{k}\right) \rightarrow \beta$ as $k \rightarrow+\infty$, and set

$$
T_{k}(x, y)=\frac{T\left(x_{k}+x, y\right)}{T\left(x_{k}, y_{k}\right)} .
$$

The functions $T_{k}$ are locally bounded in $\mathbb{R} \times \bar{\Omega}$, while the functions $(x, y) \mapsto T\left(x_{k}+x, y\right)$ converge to 0 locally uniformly as $k \rightarrow+\infty$. Therefore, the functions $T_{k}$ are bounded in all $W_{l o c}^{2, p}(\mathbb{R} \times \bar{\Omega})$ for all $1 \leq p<+\infty$ and converge, up to extraction of some subsequence, to a solution $T_{\infty}$ of

$$
\left\{\begin{aligned}
\Delta T_{\infty}(x, y)+(c-u(y)) \frac{\partial T_{\infty}(x, y)}{\partial x}+f^{\prime}(0) Y_{\infty} T_{\infty}(x, y) & =0 \text { in } \mathbb{R} \times \Omega \\
\frac{\partial T_{\infty}}{\partial n}+q T_{\infty} & =0 \text { on } \mathbb{R} \times \partial \Omega
\end{aligned}\right.
$$

One can also assume that $y_{k} \rightarrow y_{\infty} \in \bar{\Omega}$. The nonnegative function $T_{\infty}$ satisfies $T_{\infty}\left(0, y_{\infty}\right)=1$, whence $T_{\infty}>0$ in $\mathbb{R} \times \bar{\Omega}$ from the strong maximum principle and Hopf lemma. Furthermore, the function

$$
z(x, y)=\frac{T_{\infty, x}(x, y)}{T_{\infty}(x, y)}
$$

satisfies $z \leq \beta, z\left(0, y_{\infty}\right)=\beta$ and

$$
\left\{\begin{aligned}
\Delta z+2 \frac{\nabla T_{\infty}}{T_{\infty}} \cdot \nabla z+(c-u(y)) z_{x} & =0 \text { in } \mathbb{R} \times \Omega \\
\frac{\partial z}{\partial n} & =0 \text { on } \mathbb{R} \times \partial \Omega
\end{aligned}\right.
$$

The strong maximum principle and Hopf lemma yield $z \equiv \beta$ in $\mathbb{R} \times \bar{\Omega}$. In other words, there exists a positive function $\varphi$ in $\bar{\Omega}$ such that $T_{\infty}(x, y)=e^{\beta x} \varphi(y)$. The function $\varphi$ satisfies

$$
\left\{\begin{aligned}
\Delta \varphi+\beta^{2} \varphi+\beta(c-u(y)) \varphi+f^{\prime}(0) Y_{\infty} \varphi & =0 \text { in } \Omega \\
\frac{\partial \varphi}{\partial n}+q \varphi & =0 \text { on } \partial \Omega .
\end{aligned}\right.
$$

By the uniqueness of the principal eigenvalue for problem (1.11), one concludes that $\mu_{q}(-\beta)=$ $f^{\prime}(0) Y_{\infty}+c \beta+\beta^{2}$. The proof of Lemma 3.1 is now complete.

Proof of part (b) of Theorem 1.4. Assume that the conclusion does not hold. There exist then $\varepsilon>0$, a sequence $q_{k}$ of positive numbers converging to 0 , and a sequence of solutions ( $c_{k}, T_{k}, Y_{k}$ ) of (1.8-1.9) and (1.7), with heat losses $q_{k}$, such that $0<T_{k}, 0<Y_{k}<1$ and $l_{k}:=Y_{k}(-\infty, \cdot) \geq \varepsilon$ for all $k$. Theorem 1.3 implies that each function $T_{k}$ is bounded, $T_{k}( \pm \infty, \cdot)=0$, and $c_{k}>0$. By Lemma 3.1, for each $k$, there exists a nonnegative number $\beta_{k} \geq 0$ such that $\mu_{q_{k}}\left(-\beta_{k}\right)=f^{\prime}(0) l_{k}+c_{k} \beta_{k}+\beta_{k}^{2}$. Since $\mu_{q}(\lambda)$ is increasing in $q \in[0,+\infty)$ for each $\lambda \in \mathbb{R}$ (see the proof of part (a) of Theorem 1.4), and since $\mu_{q}(\lambda)$ is concave with respect to $\lambda$ for each $q \geq 0$, one gets that

$$
f^{\prime}(0) l_{k}+c_{k} \beta_{k}+\beta_{k}^{2}=\mu_{q_{k}}\left(-\beta_{k}\right) \leq \mu_{\bar{q}}\left(-\beta_{k}\right) \leq \mu_{\bar{q}}(0)-\mu_{\bar{q}}^{\prime}(0) \beta_{k}, \quad \bar{q}=\sup _{k} q_{k}<q^{*}
$$

for all $k \in \mathbb{N}$. Since $l_{k}, \beta_{k}$ and $c_{k}$ are all nonnegative, comparing the first and the last terms in the above inequality one concludes that the sequence $\beta_{k}$ is bounded. Up to extraction of a subsequence, one can then assume that $\beta_{k} \rightarrow \beta \geq 0$ as $k \rightarrow+\infty$.

Fix now any positive number $q>0$. With the same arguments as above, it follows that

$$
\begin{equation*}
f^{\prime}(0) \varepsilon+\beta_{k}^{2} \leq f^{\prime}(0) l_{k}+c_{k} \beta_{k}+\beta_{k}^{2}=\mu_{q_{k}}\left(-\beta_{k}\right) \leq \mu_{q}\left(-\beta_{k}\right) \leq \mu_{q}(0)-\beta_{k} \mu_{q}^{\prime}(0) \tag{3.16}
\end{equation*}
$$

for all $k$ large enough so that $q_{k} \leq q$ - recall that $q_{k} \rightarrow 0$ as $k \rightarrow+\infty$. Passing to the limit $k \rightarrow+\infty$ in (3.16) yields

$$
\begin{equation*}
f^{\prime}(0) \varepsilon+\beta^{2} \leq \mu_{q}(0)-\beta \mu_{q}^{\prime}(0) . \tag{3.17}
\end{equation*}
$$

The continuity of $\mu_{q}(0)$ implies that $\mu_{q}(0) \rightarrow \mu_{0}(0)=0$ as $q \rightarrow 0$. Furthermore, (3.13) implies that

$$
\mu_{q}^{\prime}(0)=-\int_{\Omega} u(y) \phi_{0, q}(y)^{2} d y
$$

with the first eigenfunction $\phi_{0, q}$ of (1.11) normalized to have $L^{2}(\Omega)$-norm equal to one. The standard elliptic estimates and the uniqueness of the first eigenfunction of (1.11) up to multiplication imply that

$$
\mu_{q}^{\prime}(0)=-\int_{\Omega} u(y) \phi_{0, q}(y)^{2} d y \rightarrow-\int_{\Omega} u(y) \phi_{0,0}(y)^{2} d y=0 \text { as } q \rightarrow 0
$$

because $\phi_{0,0}$ is constant and $u$ has zero mean in $\Omega$. Passing to the limit $q \rightarrow 0$ in (3.17) yields $f^{\prime}(0) \varepsilon+\beta^{2} \leq 0$. This is a contradiction and the proof of Theorem 1.4 is complete.

### 3.3 Dependence on the amplitude of the flow: the case of fast flows

This section is concerned with the proof of Theorem 1.5.
Proof of Theorem 1.5. Throughout this subsection, we fix $0<q<q^{*}$ and then we have $\mu_{q}(0)<f^{\prime}(0)$. Since the number $\mu_{q}(0)$ does not depend on the underlying shear flow $A u(y)$, Theorem 1.2 implies that travelling waves exist for all $A$ and for all speeds $c>\max \left(c_{q}^{*}(A), 0\right)$.

Let us first prove the continuity of $c_{q}^{*}(A)$ with respect to $A$. Observe first that formula (1.12) can be rewritten as

$$
\begin{equation*}
c_{q}^{*}(A)=\min _{\lambda>0} \frac{f^{\prime}(0)+\lambda^{2}-\mu_{q}(\lambda A)}{\lambda} \tag{3.18}
\end{equation*}
$$

Since the function $s \mapsto \mu_{q}(s)$ is concave, one gets immediately that

$$
\begin{equation*}
c_{q}^{*}(A) \geq \min _{\lambda>0} \frac{f^{\prime}(0)+\lambda^{2}-\mu_{q}(0)-\lambda A \mu_{q}^{\prime}(0)}{\lambda}=2 \sqrt{f^{\prime}(0)-\mu_{q}(0)}-A \mu_{q}^{\prime}(0) \tag{3.19}
\end{equation*}
$$

On the other hand, using $\lambda=1$ in (3.18) one obtains $c_{q}^{*}(A) \leq f^{\prime}(0)+1-\mu_{q}(A)$. Fix now $A \in \mathbb{R}$ and let $A_{k}$ be any sequence converging to $A$. It follows immediately from the arguments above that the sequence $c_{q}^{*}\left(A_{k}\right)$ is bounded. Let $c^{*}$ be any limit of a subsequence, which we still call $c_{q}^{*}\left(A_{k}\right)$, and, for each $k \in \mathbb{N}$, let $\lambda_{k}>0$ be such that

$$
\begin{equation*}
c_{q}^{*}\left(A_{k}\right) \lambda_{k}=f^{\prime}(0)+\lambda_{k}^{2}-\mu_{q}\left(\lambda_{k} A_{k}\right) . \tag{3.20}
\end{equation*}
$$

Therefore, we have

$$
c_{q}^{*}\left(A_{k}\right) \lambda_{k} \geq f^{\prime}(0)+\lambda_{k}^{2}-\mu_{q}(0)-\lambda_{k} A_{k} \mu_{q}^{\prime}(0)
$$

and the sequence $\lambda_{k}$ is bounded from above and below by two positive constants (recall that $\left.\mu_{q}(0)<f^{\prime}(0)\right)$. Up to extraction of a subsequence, one can then assume that $\lambda_{k} \rightarrow \lambda^{*}>0$ as $k \rightarrow+\infty$. Passing to the limit as $k \rightarrow+\infty$ in (3.20) gives

$$
c^{*} \lambda^{*}=f^{\prime}(0)+\left(\lambda^{*}\right)^{2}-\mu_{q}\left(\lambda^{*} A\right),
$$

whence $c^{*} \geq c_{q}^{*}(A)$ - this follows from the definition (1.12) of $c_{q}^{*}$. Now, using the same definition, for any fixed $\lambda>0$, we have

$$
c_{q}^{*}\left(A_{k}\right) \lambda \leq f^{\prime}(0)+\lambda^{2}-\mu_{q}\left(\lambda A_{k}\right)
$$

and then

$$
c^{*} \lambda \leq f^{\prime}(0)+\lambda^{2}-\mu_{q}(\lambda A)
$$

in the limit $k \rightarrow+\infty$. Since this is true for any $\lambda>0$, it follows that $c^{*} \leq c_{q}^{*}(A)$. One concludes that $c^{*}=c_{q}^{*}(A)$. Therefore the limit $c^{*}$ is unique and the whole sequence $c_{q}^{*}\left(A_{k}\right)$ converges to $c_{q}^{*}(A)$.

One immediately deduces from (3.18) that $c_{q}^{*}(0)=2 \sqrt{f^{\prime}(0)-\mu_{q}(0)}>0$. Assume now that

$$
\int_{\Omega} u(y) \phi_{0}(y)^{2} d y=-\mu_{q}^{\prime}(0) \geq 0
$$

By concavity of the function $\mu_{q}$, this function is then non-increasing in $[0,+\infty$ ). Formula (3.18) implies then that $c_{q}^{*}(A)$ is non-decreasing in $A \geq 0$.

If we now assume that

$$
\begin{equation*}
\int_{\Omega} u(y) \phi_{0}(y)^{2} d y=-\mu_{q}^{\prime}(0)>0 \tag{3.21}
\end{equation*}
$$

then $\lim _{A \rightarrow+\infty} c_{q}^{*}(A)=+\infty$ by (3.19). Furthermore, the function $\lambda \mapsto \mu_{q}(\lambda)$ is then decreasing in $[0,+\infty)$. If $0 \leq A^{\prime}<A$ and if $\lambda>0$ is such that $c_{q}^{*}(A) \lambda=f^{\prime}(0)+\lambda^{2}-\mu_{q}(\lambda A)$, then

$$
c_{q}^{*}(A)=\frac{f^{\prime}(0)+\lambda^{2}-\mu_{q}(\lambda A)}{\lambda}>\frac{f^{\prime}(0)+\lambda^{2}-\mu_{q}\left(\lambda A^{\prime}\right)}{\lambda} \geq c_{q}^{*}\left(A^{\prime}\right) .
$$

Hence, $c_{q}^{*}(A)$ is increasing in $A$ if (3.21) holds. This proves part (a) of Theorem 1.5.
Next, we prove part (b) of this theorem. Note that if $u(y) \equiv 0$, then $\mu_{q}(s)=\mu_{q}(0)$ for all $s$. If $u(y) \not \equiv 0$, then, since $u$ is continuous and has zero mean in $\Omega$, there exists $\delta>0$ and a ball $B \subset \Omega$ so that $u(y) \geq \delta$ for all $y \in B$. Therefore, for all $\lambda \geq 0$,

$$
\mu_{q}(\lambda) \leq \mu_{D}(-\Delta-\lambda u(y), B) \leq \mu_{D}(-\Delta, B)-\lambda \delta \rightarrow-\infty \text { as } \lambda \rightarrow+\infty,
$$

where $\mu_{D}(-\Delta-\lambda u(y), B)$ and $\mu_{D}(-\Delta, B)$ denote, respectively, the principal eigenvalue of the operators $-\Delta-\lambda u(y)$ and $-\Delta$ in $B$ with the Dirichlet boundary conditions on $\partial B$. Therefore, in all cases, the (continuous) function $\lambda \mapsto \mu_{q}(\lambda)$ achieves its maximum over $[0,+\infty)$, at some value $\Lambda \geq 0$ and $\mu_{q}(+\infty)=-\infty$.

Assume now that

$$
\begin{equation*}
u(y) \not \equiv 0 \text { and } \max _{\lambda \geq 0} \mu_{q}(\lambda)<f^{\prime}(0) . \tag{3.22}
\end{equation*}
$$

This happens, for instance, if $\mu_{q}^{\prime}(0)<0$. Set $\eta=f^{\prime}(0)-\mu_{q}(\Lambda)>0$. For each $A \geq 0$, let $\lambda_{A}>0$ be such that

$$
\begin{equation*}
c_{q}^{*}(A) \lambda_{A}=f^{\prime}(0)+\lambda_{A}^{2}-\mu_{q}\left(\lambda_{A} A\right) \geq \eta+\lambda_{A}^{2} . \tag{3.23}
\end{equation*}
$$

It follows that $c_{q}^{*}(A)>0$. In order to show that $c_{q}^{*}(A) \rightarrow+\infty$ as $A \rightarrow+\infty$ we assume for contradiction that there exists a sequence $A_{k}$ such that $A_{k} \rightarrow+\infty$ but $c_{q}^{*}\left(A_{k}\right) \rightarrow c^{*} \in[0,+\infty)$ as $k \rightarrow+\infty$. We see from (3.23) that then the numbers $\lambda_{A_{k}}$ are bounded from above and below by two positive constants and one can assume up to extraction of a subsequence, that $\lambda_{A_{k}} \rightarrow \lambda>0$ as $k \rightarrow+\infty$. However, then the left side in (3.23) is bounded as $A=A_{k} \rightarrow+\infty$, while the middle term converges to $+\infty$ because $u \not \equiv 0$, and thus $\mu_{q}(+\infty)=-\infty$. This is a contradiction, and thus $c_{q}^{*}(A) \rightarrow+\infty$ as $A \rightarrow+\infty$ if (3.22) holds.

Next, we assume that

$$
\begin{equation*}
\max _{\lambda \geq 0} \mu_{q}(\lambda)=f^{\prime}(0) . \tag{3.24}
\end{equation*}
$$

This means that $\Lambda>0$, that is, the maximum of the function $\mu_{q}(\lambda)$ over $\lambda \in[0,+\infty)$ is not achieved at $\lambda=0$ - recall that $\mu_{q}(0)<f^{\prime}(0)$. With the same notation as above, one has

$$
c_{q}^{*}(A) \lambda_{A}=f^{\prime}(0)+\lambda_{A}^{2}-\mu_{q}\left(\lambda_{A} A\right) \geq \lambda_{A}^{2},
$$

whence $c_{q}^{*}(A)>0$. However, using $\lambda=\Lambda / A$ in (3.18), we obtain

$$
c_{q}^{*}(A) \leq \frac{A}{\Lambda}\left[f^{\prime}(0)+\frac{\Lambda^{2}}{A^{2}}-\mu_{q}(\Lambda)\right]=\frac{\Lambda}{A},
$$

hence $c_{q}^{*}(A) \rightarrow 0$ as $A \rightarrow+\infty$ if (3.24) holds.
Lastly, if

$$
\begin{equation*}
\max _{\lambda \geq 0} \mu_{q}(\lambda)=\mu_{q}(\Lambda)>f^{\prime}(0) \tag{3.25}
\end{equation*}
$$

the same calculations as above imply that

$$
c_{q}^{*}(A) \leq \frac{A}{\Lambda}\left[f^{\prime}(0)+\frac{\Lambda^{2}}{A^{2}}-\mu_{q}(\Lambda)\right]=\frac{\left(f^{\prime}(0)-\mu_{q}(\Lambda)\right) A}{\Lambda}+\frac{\Lambda}{A} \rightarrow-\infty \quad \text { as } A \rightarrow+\infty .
$$

This finishes the proof of part (b) of Theorem 1.5.
It remains only to prove part (c) of Theorem 1.5. For $A>0$, one can write $c_{q}^{*}(A) / A$ as

$$
\begin{equation*}
\gamma_{A}^{*}:=\frac{c_{q}^{*}(A)}{A}=\min _{\lambda>0} \frac{f^{\prime}(0)+\lambda^{2}-\mu_{q}(\lambda A)}{\lambda A}=\min _{\lambda>0} \frac{f^{\prime}(0)+\frac{\lambda^{2}}{A^{2}}-\mu_{q}(\lambda)}{\lambda} . \tag{3.26}
\end{equation*}
$$

This immediately implies that $\gamma_{A}^{*}$ is non-increasing in $A>0$. Furthermore, if $0<A<A^{\prime}$ and $\lambda_{A}>0$ is such that $\gamma_{A}^{*}=\left(f^{\prime}(0)+\lambda_{A}^{2} / A^{2}-\mu_{q}\left(\lambda_{A}\right)\right) / \lambda_{A}$, then

$$
\frac{c_{q}^{*}\left(A^{\prime}\right)}{A^{\prime}} \leq \frac{f^{\prime}(0)+\frac{\lambda_{A}^{2}}{A^{\prime 2}}-\mu_{q}\left(\lambda_{A}\right)}{\lambda_{A}}<\frac{f^{\prime}(0)+\frac{\lambda_{A}^{2}}{A^{2}}-\mu_{q}\left(\lambda_{A}\right)}{\lambda_{A}}=\frac{c_{q}^{*}(A)}{A}
$$

Thus, the function $A \mapsto c_{q}^{*}(A) / A$ is actually decreasing in $A$. Finally, since

$$
\mu_{q}(\lambda) \leq \mu_{q}(0)+\mu_{q}^{\prime}(0) \lambda=\mu_{q}(0)-\lambda \int_{\Omega} u(y) \phi_{0}(y)^{2} d y
$$

expression (3.26) yields

$$
\frac{c_{q}^{*}(A)}{A} \geq \inf _{\lambda>0} \frac{f^{\prime}(0)-\mu_{q}(0)-\lambda \mu_{q}^{\prime}(0)}{\lambda}=-\mu_{q}^{\prime}(0)=\int_{\Omega} u(y) \phi_{0}(y)^{2} d y .
$$

This completes the proof of Theorem 1.5.

## 4 Conclusions and discussion

We have shown that the KPP type thermo-diffusive systems in a shear flow and with a boundary heat loss possess travelling front solutions even when the Lewis number is different from one. The temperature profile is a "bump" as the temperature of the burnt material drops due to the heat loss. We also prove that there is always a leftover concentration of unburnt fuel behind the front the limiting value $Y_{\infty}$ is strictly positive. The range of possible speeds is a semi-axis, as in the case of a scalar KPP equation. As it has been already shown in [5], it is possible that the infimum of all speeds is not a travelling front speed itself - this may happen, for instance, when the range of speeds is $\{c>0\}$. A natural question is existence of a travelling front moving with the speed equal to the infimum $c_{q}^{*}$ of all possible speeds provided that $c_{q}^{*}$ is positive - this issue remains open. It would also be interesting to further study the passage to the adiabatic limit $q \rightarrow 0$ - the problem of existence of adiabatic fronts for a general Lewis number remains indeed unresolved. Finally, another open problem is that of the existence of travelling fronts with an ignition or Arrhenius nonlinearity. In particular, the fronts would then be pushed and the travelling front speed would certainly depend on the Lewis number unlike in the present KPP case.
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