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#### Abstract

We consider in this article reaction-diffusion equations of the Fisher-KPP type with a nonlinearity depending on the space variable $x$, oscillating slowly and non-periodically. We are interested in the width of the interface between the unstable steady state 0 and the stable steady state 1 of the solutions of the Cauchy problem. We prove that, if the heterogeneity has large enough oscillations, then the width of this interface, that is, the diameter of some level sets, diverges linearly as $t \rightarrow+\infty$ along some sequences of times, while it is sublinear along other sequences. As a corollary, under these conditions, generalized transition fronts do not exist for this equation.


AMS Classification: 35B40, 35C07, 35K57.
Keywords: Reaction-diffusion equations; Propagation; Spreading speeds.

## 1 Introduction and main results

This article investigates propagation phenomena for heterogeneous reaction-diffusion equations:

$$
\begin{equation*}
\partial_{t} u=\partial_{x x} u+f(x, u), \quad t>0, x \in \mathbb{R} \tag{1.1}
\end{equation*}
$$

We consider real-valued functions $f:(x, s) \mapsto f(x, s)$ which are uniformly continuous in $\mathbb{R} \times[0,1]$, Lipschitz-continuous with respect to $s \in[0,1]$ uniformly in $x \in \mathbb{R}$, for which there exists $\delta>0$ such that $\partial_{s} f$ exists and is continuous bounded in $\mathbb{R} \times[0, \delta]$, and which satisfy the Fisher-KPP property

$$
\left\{\begin{array}{l}
\forall x \in \mathbb{R}, \quad f(x, 0)=f(x, 1)=0  \tag{1.2}\\
\forall 0<s_{1}<s_{2} \leq 1, \inf _{x \in \mathbb{R}}\left(\frac{f\left(x, s_{1}\right)}{s_{1}}-\frac{f\left(x, s_{2}\right)}{s_{2}}\right)>0
\end{array}\right.
$$

Notice that (1.2) with $s_{2}=1$ yields in particular $f(x, s)>0$ for all $(x, s) \in \mathbb{R} \times(0,1)$. We denote

$$
\begin{equation*}
\mu(x):=\partial_{s} f(x, 0) \text { for } x \in \mathbb{R}, \quad \mu_{+}:=\sup _{x \in \mathbb{R}} \mu(x), \quad \mu_{-}:=\inf _{x \in \mathbb{R}} \mu(x) \tag{1.3}
\end{equation*}
$$

[^0]and observe that $(1.2)$ with $\left(s_{1}, s_{2}\right)=(1 / 2,1)$ and then with $\left(s_{1}, 1 / 2\right)$ and $s_{1} \rightarrow 0^{+}$yields
\[

$$
\begin{equation*}
\mu_{-}>0, \tag{1.4}
\end{equation*}
$$

\]

implying that 0 is a linearly unstable steady state of the ordinary differential equation $\dot{\xi}(t)=f(x, \xi(t))$, for each point $x \in \mathbb{R}$. No periodicity or any other specific condition on the dependence of $f$ with respect to $x$ is assumed.

The aim of this article is to quantify the width of the transition between the stable steady state 1 and the unstable steady state 0 . More precisely, we want to construct nonlinearities for which the solutions of the Cauchy problem associated with appropriate initial data have an interface between 1 and 0 whose size diverges linearly as $t \rightarrow+\infty$ along some sequences of times.

We consider measurable initial conditions $u_{0}$ satisfying:

$$
\begin{equation*}
u_{0}(x)=0 \text { for all } x>0, \quad \lim _{x \rightarrow-\infty} u_{0}(x)=1, \quad 0 \leq u_{0} \leq 1 \text { in } \mathbb{R} \tag{1.5}
\end{equation*}
$$

The Cauchy problem (1.1) with initial condition (1.5) is well posed: the unique bounded solution $u$ is in $\mathcal{C}_{t, x}^{1,2}((0,+\infty) \times \mathbb{R})$, with $u(t, \cdot) \rightarrow u_{0}$ as $t \rightarrow 0^{+}$in $L_{l o c}^{1}(\mathbb{R})$ and $0<u<1$ in $(0,+\infty) \times \mathbb{R}$, see e.g. [12, 20]. Furthermore, $u(t,-\infty)=1$ and $u(t,+\infty)=0$ locally uniformly with respect to $t \geq 0$. For $\gamma \in(0,1)$ and $t>0$, we can then define

$$
\left\{\begin{aligned}
X_{\gamma}^{+}(t) & :=\max \{x \in \mathbb{R}: u(t, x) \geq \gamma\}=\max \{x \in \mathbb{R}: u(t, x)=\gamma\}, \\
X_{\gamma}^{-}(t) & :=\min \{x \in \mathbb{R}: u(t, x) \leq \gamma\}=\min \{x \in \mathbb{R}: u(t, x)=\gamma\}, \\
I_{\gamma}(t) & :=X_{\gamma}^{+}(t)-X_{\gamma}^{-}(t) \geq 0 .
\end{aligned}\right.
$$

Notice immediately that, if $f$ does not depend on $x$ and if $u_{0}$ were also assumed to be nonincreasing, then $\mu$ would be constant and $u(t, \cdot)$ would be continuous and decreasing in $\mathbb{R}$ for every $t>0$, hence $X_{\gamma}^{+}(t)=X_{\gamma}^{-}(t)$ and $I_{\gamma}(t)=0$ for every $\gamma \in(0,1)$ and $t>0$.

The main result of the paper shows that, for some functions $f$ as above, the diameters $I_{\gamma}\left(t_{n}\right)$ of the level sets associated with small values $\gamma>0$ can grow linearly with respect to $t_{n}$ along some diverging sequences of times $\left(t_{n}\right)_{n \in \mathbb{N}}$, while $I_{\gamma}\left(t_{n}^{\prime}\right)$ is small with respect to $t_{n}^{\prime}$ along some other diverging sequences of times $\left(t_{n}^{\prime}\right)_{n \in \mathbb{N}}$, for any fixed value $\gamma \in(0,1)$.

Theorem 1.1 There are some functions $f: \mathbb{R} \times[0,1] \rightarrow \mathbb{R}$, fulfilling the conditions (1.2)-(1.4) and

$$
\begin{equation*}
\mu_{+}>2 \mu_{-}>0, \tag{1.6}
\end{equation*}
$$

such that the solution $u$ of (1.1) and (1.5) satisfies $\lim \sup _{t \rightarrow+\infty} I_{\gamma}(t)=+\infty$ for all $\gamma>0$ small enough, and even

$$
\begin{equation*}
\liminf _{\gamma \rightarrow 0^{+}}\left(\limsup _{t \rightarrow+\infty} \frac{I_{\gamma}(t)}{t}\right) \geq \frac{\mu_{+}}{\sqrt{\mu_{+}-\mu_{-}}}-2 \sqrt{\mu_{-}}>0 . \tag{1.7}
\end{equation*}
$$

On the other hand, for all $\gamma \in(0,1)$, there holds

$$
\begin{equation*}
0=\liminf _{t \rightarrow+\infty} \frac{I_{\gamma}(t)}{t} \leq \limsup _{t \rightarrow+\infty} \frac{I_{\gamma}(t)}{t} \leq 2\left(\sqrt{\mu_{+}}-\sqrt{\mu_{-}}\right)<+\infty . \tag{1.8}
\end{equation*}
$$

Furthermore, $f$ can be chosen of the type $f(x, s)=\mu(x) s(1-s)$, where $\mu$ is a $C^{\infty}(\mathbb{R})$ function with bounded derivatives at any order.

Several comments are in order. First of all, the condition $\mu_{+}>2 \mu_{-}>0$ ensures that

$$
\begin{equation*}
\frac{\mu_{+}}{\sqrt{\mu_{+}-\mu_{-}}}-2 \sqrt{\mu_{-}}>0 \tag{1.9}
\end{equation*}
$$

hence the positivity of $\lim \sup _{t \rightarrow+\infty} I_{\gamma}(t) / t$ for all $\gamma>0$ small enough.
We also point out that the functions $f$ constructed in the proof of Theorem 1.1 are such that $\mu(x)=\partial_{s} f(x, 0)$ take values arbitrarily close to the minimal and maximal values $\mu_{-}$and $\mu_{+}$ in larger and larger intervals as $x \rightarrow+\infty$.

Let us now make the link between Theorem 1.1 and the notion of generalized transition fronts connecting 1 to 0 for (1.1), defined as follows:

Definition $1.2[3,21]$ A generalized transition front connecting 1 to 0 for equation (1.1) is an entire solution $U: \mathbb{R} \times \mathbb{R} \rightarrow(0,1)$ associated with a real valued map $t \mapsto \xi_{t}$ such that

$$
\left.U\left(t, \xi_{t}+x\right) \rightarrow 1(\text { resp. } 0) \text { as } x \rightarrow-\infty \text { (resp. } x \rightarrow+\infty\right) \text { uniformly with respect to } t \in \mathbb{R} .
$$

We can then derive from Theorem 1.1 the non-existence of generalized transition fronts.
Corollary 1.3 There are some functions $f: \mathbb{R} \times[0,1] \rightarrow \mathbb{R}$, fulfilling the conditions (1.2)-(1.4) and (1.6), such that (1.1) does not admit any generalized transition front connecting 1 to 0 .

Zlatoš [23] proved that, if $\mu_{+}<2 \mu_{-}$, then there exists a generalized transition front connecting 1 to 0 for this equation. It follows from the arguments developed in the proof of Corollary 1.3 that, in that case, for $u_{0} \equiv \mathbb{1}_{(-\infty, 0)}$, the width $I_{\gamma}(t)$ of the interface remains bounded with respect to $t>0$, for any fixed $\gamma \in(0,1)$. We leave as an open problem the critical case $\mu_{+}=2 \mu_{-}$.

Up to our knowledge, the optimality of the condition $\mu_{+}<2 \mu_{-}$for the existence of transition fronts connecting 1 to 0 had been proved only for compactly supported perturbations of a homogeneous nonlinearity $f(u)$ [19]. Therefore, our result shows the optimality of this condition $\mu_{+}<2 \mu_{-}$ on the existence of transition fronts connecting 1 to 0 for a new class of heterogeneous nonlinearities $f(x, u)$, and it also provides some quantitative estimates of the diameters of the level sets of the solution $u$ of (1.1) and (1.5) at large time.

In a recent paper, Černý, Drewitz and Schmitz [8] investigate similar questions in a different situation, namely that of random stationary ergodic media. The authors consider a random growth rate $\mu(x, \omega)$ depending on a random event $\omega$, such that $\mu$ is ergodic with respect to spatial shifts and such that the law of $\mu(x, \cdot)$ does not depend on $x \in \mathbb{R}$. It is proved in [8] that, if $\mu_{+}>2 \mu_{-}$, then $I_{\gamma}\left(t_{n}\right)$ grows at least logarithmically along sequences of times $t_{n} \rightarrow+\infty$. The location of $X_{\gamma}^{ \pm}(t)$ is also addressed in a companion paper [9]. Here, we construct equations for which the diameters $I_{\gamma}\left(t_{n}\right)$ of small level sets grow linearly along sequences of times $t_{n} \rightarrow+\infty$. This property follows from the fact that the intervals on which $\mu(x)$ takes values close to $\mu_{-}$or $\mu_{+}$are chosen larger and larger, that is, the ratio between the lengths of consecutive intervals tends to infinity. This choice is essential in the proof of Theorem 1.1 (see especially the derivation of (2.28)-(2.29) below). If consecutive intervals have lengths of the same order with well chosen ratios, the diameters of some level sets might be bounded from below by some sublinear functions along some sequences of times, but that proof would require finer estimates going beyond the scope of this paper. On the other hand, the arguments of the proof of Theorem 1.1 imply that, for every $\gamma \in(0,1)$, one can have $I_{\gamma}\left(t_{n}^{\prime}\right)=O\left(\ln t_{n}^{\prime}\right)$ as $n \rightarrow+\infty$ along some sequences of times $t_{n}^{\prime} \rightarrow+\infty$, see Remark 2.6 below.

Next, several authors addressed the question of spreading speeds for Fisher-KPP reactiondiffusion equations during the last decade: they tried to determine whether the quantities $X_{\gamma}^{ \pm}(t) / t$
converge as $t \rightarrow+\infty$. For example, the case of initial data which oscillate between two decreasing exponential functions and which lead to convergent or non-convergent quantities $X_{\gamma}^{ \pm}(t) / t$ has been addressed in [14, 22], when $f$ does not depend on $x$. For initial data decaying more slowly than any exponential function, then acceleration occurs: $\lim _{t \rightarrow+\infty} X_{\gamma}^{ \pm}(t) / t=+\infty$ (this has been proved when $f$ does not depend on $x$ in $[15,16]$, and when $f$ is periodic in $x$ in [16]). On the other hand, we refer to [5] for a review of situations where $X_{\gamma}^{ \pm}(t) / t$ converges as $t \rightarrow+\infty$.

The type of nonlinearities we use in order to prove Theorem 1.1 was initially introduced in [13] in order to quantify the spreading speeds. In [13], the authors showed that, under the assumptions (2.2)-(2.3) below, one has

$$
\begin{equation*}
\liminf _{t \rightarrow+\infty} \frac{X_{\gamma}^{-}(t)}{t}=2 \sqrt{\mu_{-}}, \tag{1.10}
\end{equation*}
$$

for every $\gamma \in(0,1)$. From some inequalities used in [13], the equality $\liminf _{t \rightarrow+\infty} X_{\gamma}^{+}(t) / t=2 \sqrt{\mu_{-}}$ can also be derived (even if this equality was not written explicitly in [13]). We actually prove here this latter equality as a consequence of other estimates (see the end of the proof of Theorem 1.1 in Section 2). It was also proved in [13] that, under some additional assumptions, then $\limsup _{t \rightarrow+\infty} X_{\gamma}^{-}(t) / t=\lim \sup _{t \rightarrow+\infty} X_{\gamma}^{+}(t) / t=2 \sqrt{\mu_{+}},{ }^{1}$ and other conditions were provided ensuring that, on the contrary, $X_{\gamma}^{ \pm}(t) / t$ converges as $t \rightarrow+\infty$.

Here, our point of view is different since our aim is to measure the width of the interface $I_{\gamma}(t)=X_{\gamma}^{+}(t)-X_{\gamma}^{-}(t)$. On the one hand, from the observations of the previous paragraph, we get that $\liminf _{t \rightarrow+\infty} I_{\gamma}(t) / t=0$ for every $\gamma \in(0,1)$ (indeed, for a sequence $t_{n} \rightarrow+\infty$ such that $X_{\gamma}^{+}\left(t_{n}\right) / t_{n} \rightarrow 2 \sqrt{\mu_{-}}$, and for which necessarily $\liminf _{n \rightarrow+\infty} X_{\gamma}^{-}\left(t_{n}\right) / t_{n} \geq 2 \sqrt{\mu_{-}}$by (1.10), one has $I_{\gamma}\left(t_{n}\right) / t_{n} \rightarrow 0$, hence $\left.\lim \inf _{t \rightarrow+\infty} I_{\gamma}(t) / t=0\right)$. But this yields no further information on $I_{\gamma}(t)$, and other arguments are needed in order to estimate $I_{\gamma}(t) / t$ and to bound it from below by positive constants along some diverging sequences of times.

As explained above, our result shows the non-existence of generalized transition fronts connecting 1 to 0 for some nonlinearities $f$ satisfying (1.2)-(1.4) and (1.6). However, another notion of fronts has been introduced by the second author in [18], that of critical traveling waves. These waves are time-global solutions that are steeper than any other one (see the proof of Corollary 1.3 for more details on the notion of steepness). Critical traveling waves exist under very mild conditions, that are satisfied by (1.2)-(1.4). The description of these critical traveling waves is an interesting open question which goes beyond the scope of this article and which we leave open for a future work.

## 2 Proofs of Theorem 1.1 and Corollary 1.3

We start with the proof of Theorem 1.1. We fix two positive constants $\mu_{ \pm}$such that

$$
\begin{equation*}
\mu_{+}>2 \mu_{-}>0 . \tag{2.1}
\end{equation*}
$$

We also consider any two increasing sequences $\left(x_{n}\right)_{n \in \mathbb{N}}$ and $\left(y_{n}\right)_{n \in \mathbb{N}}$ of real numbers such that

$$
\left\{\begin{array}{l}
0<x_{n}<y_{n}-2<y_{n}<x_{n+1} \text { for all } n \in \mathbb{N},  \tag{2.2}\\
y_{n}-x_{n} \rightarrow+\infty \text { and } y_{n}=o\left(x_{n+1}\right) \text { as } n \rightarrow+\infty .
\end{array}\right.
$$

Notice that (2.2) also implies that $x_{n} \rightarrow+\infty, y_{n} \rightarrow+\infty, x_{n+1}-y_{n} \rightarrow+\infty$ and $y_{n}=o\left(x_{n+1}-y_{n}\right)$ as $n \rightarrow+\infty$. A typical example is given by $x_{n}=(2 n+3)!$ and $y_{n}=(2 n+4)!$. Other examples are given by $x_{n}=n!$ and $y_{n}=n!+\alpha n^{\beta}$ or $y_{n}=n!+\alpha \ln n$ (for $n$ large enough), with $\alpha>0, \beta>0$.

[^1]We then fix a uniformly continuous function $\mu: \mathbb{R} \rightarrow \mathbb{R}$ such that

$$
\begin{cases}\mu_{-} \leq \mu(x) \leq \mu_{+} & \text {for all } x \in \mathbb{R}  \tag{2.3}\\ \mu(x)=\mu_{+} & \text {if } x \in\left[x_{n}+1, y_{n}-1\right] \\ \mu(x)=\mu_{-} & \text {if } x \in\left[y_{n}, x_{n+1}\right]\end{cases}
$$

and we set

$$
\begin{equation*}
f(x, s)=\mu(x) s(1-s) \text { for }(x, s) \in \mathbb{R} \times[0,1] . \tag{2.4}
\end{equation*}
$$

This function $f$ satisfies (1.2)-(1.4) and the general regularity properties listed in the introduction. Furthermore, the function $\mu$ can be chosen of class $C^{\infty}(\mathbb{R})$ with bounded derivatives at any order.

The proof of Theorem 1.1 consists in showing that the solution $u$ of (1.1) and (1.5) with this function $f$ satisfies the desired conclusions listed in Theorem 1.1. For the proof of (1.7), the strategy is to estimate $u$ from above and below at some larger and larger times and at some further and further points. More precisely, on the one hand, the fact that $\mu$ takes its maximal value $\mu_{+}$on the large intervals $\left[x_{n}+1, y_{n}-1\right]$ lead to the existence of time-growing bumps on these spatial intervals, whereas, on the other hand, the fact that $\mu$ takes its minimal value $\mu_{-}$on the large intervals $\left[y_{n}, x_{n+1}\right]$ slows down the propagation in some time intervals when the growing bumps are still negligible (see the following lemmas for further details and Figure 1 below).

First of all, (2.1) yields (1.9), that is,

$$
\begin{equation*}
\mu_{+}>2 \sqrt{\mu_{-}\left(\mu_{+}-\mu_{-}\right)}, \tag{2.5}
\end{equation*}
$$

and there is then $\varepsilon_{0} \in\left(0, \mu_{-}\right) \subset\left(0, \mu_{+} / 2\right)$ small enough so that, for every $\varepsilon \in\left(0, \varepsilon_{0}\right]$,

$$
\begin{equation*}
0<\frac{2 \mu_{+}-\varepsilon-2 \mu_{-}}{2\left(\mu_{+}-2 \varepsilon\right) \sqrt{\mu_{+}-\mu_{-}}}<\frac{2 \sqrt{\mu_{+}-\mu_{-}}}{\mu_{+}+2 \sqrt{\mu_{-}\left(\mu_{+}-\mu_{-}\right)}}<\frac{1}{2 \sqrt{\mu_{-}}} . \tag{2.6}
\end{equation*}
$$

Consider any $\varepsilon \in\left(0, \varepsilon_{0}\right]$. We then choose $R>0$ such that

$$
\begin{equation*}
\frac{\pi^{2}}{4 R^{2}} \leq \varepsilon<\mu_{-}<\frac{\mu_{+}}{2} \tag{2.7}
\end{equation*}
$$

and $\Gamma \in(0,1)$ such that

$$
\begin{equation*}
f(x, s) \geq(\mu(x)-\varepsilon) s \geq\left(\mu_{-}-\varepsilon\right) s \text { for all } x \in \mathbb{R} \text { and } s \in[0, \Gamma] . \tag{2.8}
\end{equation*}
$$

From (2.3)-(2.4), it turns out that we can choose $\Gamma=\varepsilon / \mu_{+}$.
Our goal is to show that

$$
\limsup _{t \rightarrow+\infty} \frac{I_{\gamma}(t)}{t} \geq \frac{2\left(\mu_{+}-2 \varepsilon\right) \sqrt{\mu_{+}-\mu_{-}}}{2 \mu_{+}-\varepsilon-2 \mu_{-}}-2 \sqrt{\mu_{-}}>0 \text { for all } \gamma \in(0, \Gamma] .
$$

This will then yield the conclusion (1.7) in Theorem 1.1, due to the arbitrariness of $\varepsilon \in\left(0, \varepsilon_{0}\right]$.
We start with a lemma extending [19, Lemma 3.3] to nonlinearities $f(x, s)$ that are not linear near $s=0$, and providing some lower Gaussian estimates in semi-infinite intervals on the righthand side of points moving with speed $2 \sqrt{\mu_{-}-\varepsilon}$. Lemma 2.1 below has a flavor similar to $[6$, Lemma 6.19] and [7, Proof of Proposition 3.4], concerned with homogeneous equations. The range of $(t, x)$ considered in Lemma 2.1 is however not the same as in the mentioned references.

Lemma 2.1 There exists $\theta>0$ such that, for every $\gamma \in(0, \Gamma]$ and every bounded solution $v$ of (1.1) with $\gamma \mathbb{1}_{(-1,0)} \leq v(0, \cdot) \leq 1$ in $\mathbb{R}$, there holds

$$
\begin{equation*}
v(t, x) \geq \theta \gamma e^{\left(\mu_{-} \varepsilon\right) t} \int_{-1}^{0} \frac{e^{-(x-z)^{2} /(4 t)}}{\sqrt{4 \pi t}} d z \text { for all } t>0 \text { and } x \geq 2 \sqrt{\mu_{-}-\varepsilon} t . \tag{2.9}
\end{equation*}
$$

Proof. Let $V$ denote the bounded solution of

$$
\partial_{t} V=\partial_{x x} V+\mu_{-} V(1-V) \text { in }(0,+\infty) \times \mathbb{R}
$$

with initial condition $V(0, \cdot)=\Gamma \mathbb{1}_{(-1,0)}$ in $\mathbb{R}$. From the maximum principle, one has $0 \leq V \leq 1$ in $[0,+\infty) \times \mathbb{R}$ and the standard spreading result of [2] implies that $\max _{|x| \leq c t}|V(t, x)-1| \rightarrow 0$ as $t \rightarrow+\infty$ for every $c \in\left[0,2 \sqrt{\mu_{-}}\right)$. In particular, there is $T>0$ such that

$$
\begin{equation*}
V\left(t, 2 \sqrt{\mu_{-}-\varepsilon} t\right) \geq \Gamma \text { for all } t \geq T \tag{2.10}
\end{equation*}
$$

Denote

$$
\theta=e^{-\mu_{-} T} \in(0,1)
$$

and let us check that the conclusion of Lemma 2.1 holds with this constant $\theta$.
To do so, consider now any $\gamma \in(0, \Gamma]$ and any bounded solution $v$ of (1.1) such that $\gamma \mathbb{1}_{(-1,0)} \leq v(0, \cdot) \leq 1$ in $\mathbb{R}$. Define $v_{\gamma}=(\gamma / \Gamma) V$. One has $0 \leq v_{\gamma}(0, \cdot)=\gamma \mathbb{1}_{(-1,0)} \leq v(0, \cdot) \leq 1$ in $\mathbb{R}$ together with $0 \leq v_{\gamma} \leq V \leq 1$ in $[0,+\infty) \times \mathbb{R}$ and

$$
\partial_{t} v_{\gamma}=\partial_{x x} v_{\gamma}+\frac{\gamma}{\Gamma} \mu_{-} V(1-V) \leq \partial_{x x} v_{\gamma}+\mu_{-} v_{\gamma}\left(1-v_{\gamma}\right) \leq \partial_{x x} v_{\gamma}+f\left(x, v_{\gamma}\right)
$$

in $(0,+\infty) \times \mathbb{R}$. It then follows from the maximum principle that $v_{\gamma} \leq v$ in $[0,+\infty) \times \mathbb{R}$. In particular, (2.10) yields

$$
\begin{equation*}
v\left(t, 2 \sqrt{\mu_{-}-\varepsilon} t\right) \geq \gamma \text { for all } t \geq T \tag{2.11}
\end{equation*}
$$

Next, let us consider the bounded solution $w$ of

$$
\partial_{t} w-\partial_{x x} w=\left(\mu_{-}-\varepsilon\right) w \text { in }(0,+\infty) \times \mathbb{R},
$$

with initial condition $w(0, \cdot)=\theta \gamma \mathbb{1}_{(-1,0)}$. The function $w$ is nonnegative in $[0,+\infty) \times \mathbb{R}$, and it is positive and exactly equal to the right-hand side of $(2.9)$ in $(0,+\infty) \times \mathbb{R}$. It remains to show that $w(t, x) \leq v(t, x)$ for all $t>0$ and $x \geq 2 \sqrt{\mu_{-}-\varepsilon} t$. First of all, since $f(x, s) \geq 0$ for all $(x, s) \in \mathbb{R} \times[0,1]$ and since $\gamma \mathbb{1}_{(-1,0)} \leq v(0, \cdot) \leq 1$ in $\mathbb{R}$, there holds

$$
v(t, x) \geq \gamma \int_{-1}^{0} \frac{e^{-(x-z)^{2} /(4 t)}}{\sqrt{4 \pi t}} d z
$$

for all $t>0$ and $x \in \mathbb{R}$. Since $\theta e^{\left(\mu_{-} \varepsilon\right) t}=e^{-\mu_{-} T+\left(\mu_{-} \varepsilon\right) t} \leq 1$ for all $t \in[0, T]$, it follows that

$$
\begin{equation*}
w(t, x)=\theta \gamma e^{\left(\mu_{-}-\varepsilon\right) t} \int_{-1}^{0} \frac{e^{-(x-z)^{2} /(4 t)}}{\sqrt{4 \pi t}} d z \leq \gamma \int_{-1}^{0} \frac{e^{-(x-z)^{2} /(4 t)}}{\sqrt{4 \pi t}} d z \leq v(t, x) \tag{2.12}
\end{equation*}
$$

for all $(t, x) \in(0, T] \times \mathbb{R}$. Secondly, for all $t>0$,

$$
\begin{equation*}
0<w\left(t, 2 \sqrt{\mu_{-}-\varepsilon} t\right)=\theta \gamma e^{\left(\mu_{-}-\varepsilon\right) t} \int_{-1}^{0} \frac{e^{-\left(2 \sqrt{\mu_{-}-\varepsilon} t-z\right)^{2} /(4 t)}}{\sqrt{4 \pi t}} d z \leq \theta \gamma \int_{-1}^{0} \frac{e^{-z^{2} /(4 t)}}{\sqrt{4 \pi t}} d z \leq \theta \gamma \leq \gamma \leq \Gamma, \tag{2.13}
\end{equation*}
$$

hence

$$
\begin{equation*}
w\left(t, 2 \sqrt{\mu_{-}-\varepsilon} t\right) \leq \gamma \leq v\left(t, 2 \sqrt{\mu_{-}-\varepsilon} t\right) \text { for all } t \geq T, \tag{2.14}
\end{equation*}
$$

by using (2.11). Lastly, since $w$ satisfies $w\left(t, 2 \sqrt{\mu_{-}-\varepsilon} t\right) \leq \Gamma$ for all $t>0$ by (2.13) and since $x \mapsto w(t, x)$ is positive, symmetric with respect to $-1 / 2$ and decreasing with respect to $|x+1 / 2|$ for every $t>0$, one has $0<w(t, x) \leq \Gamma$ for all $t>0$ and $x \geq 2 \sqrt{\mu_{-}-\varepsilon} t$. Remembering the definition (2.8) of $\Gamma$, it follows that $\partial_{t} w(t, x) \leq \partial_{x x} w(t, x)+f(x, w(t, x))$ for all $t>0$ and $x \geq 2 \sqrt{\mu_{-}-\varepsilon} t$. Together with (2.14) and (2.12), the latter applied on $\{T\} \times\left[2 \sqrt{\mu_{-}-\varepsilon} T,+\infty\right)$, this means that $w$ is a subsolution of the problem satisfied by $v$ in the domain $\left\{(t, x) \in \mathbb{R}^{2}: t \geq T, x \geq 2 \sqrt{\mu_{-}-\varepsilon} t\right\}$. The maximum principle then implies that $v(t, x) \geq w(t, x)$ for all $t \geq T$ and $x \geq 2 \sqrt{\mu_{-}-\varepsilon} t$. Together with (2.12), this yields the desired result (2.9). The proof of Lemma 2.1 is thereby complete.

Next, let us remember that, from the standard results of $[2,11,17]$ and since $f(x, s) \geq \mu_{-} s(1-s)$ for all $(x, s) \in \mathbb{R} \times[0,1]$ (with $\mu_{-}>0$ ), the solution $u$ of (1.1) and (1.5) is such that

$$
\begin{equation*}
\max _{x \leq c t}|u(t, x)-1| \underset{t \rightarrow+\infty}{\longrightarrow} 0 \text { for all } 0 \leq c<2 \sqrt{\mu_{-}} . \tag{2.15}
\end{equation*}
$$

In particular, $u(t, x) \rightarrow 1$ as $t \rightarrow+\infty$, for each $x \in \mathbb{R}$. Now, for each $n \in \mathbb{N}$, let $y_{n}$ be the positive real number given in (2.2). Since $u_{0}(x)=0$ for all $x>0$, the function $u$ is actually continuous with respect to $(t, x)$ in $[0,+\infty) \times(0,+\infty)$, hence each map $t \mapsto u\left(t, y_{n}\right)$ is continuous in $[0,+\infty)$. As $u\left(0, y_{n}\right)=0<1=u\left(+\infty, y_{n}\right)$, one can then define, for each $n \in \mathbb{N}$ and $\gamma \in(0,1)$, the smallest $t_{n, \gamma}>0$ such that

$$
\begin{equation*}
u\left(t_{n, \gamma}, y_{n}\right)=\gamma \tag{2.16}
\end{equation*}
$$

The next lemma, which follows from Lemma 2.1, is based on the construction of a timeincreasing subsolution with compact support in a finite interval on the right-hand side of the point $x_{n+1}+1$, taking advantage of the fact that $\mu$ is equal to its maximal value $\mu_{+}$there. That will provide a lower bound of $X_{\gamma}^{+}\left(t_{n, \gamma}+\tau_{n}\right)$, for some large $\tau_{n}$ as $n \rightarrow+\infty$ (see Figure 1).

Lemma 2.2 Let $R>0$ and $\Gamma \in(0,1)$ be given in (2.7)-(2.8). For every $\gamma \in(0, \Gamma]$, there holds

$$
X_{\gamma}^{+}\left(t_{n, \gamma}+\tau_{n}\right) \geq x_{n+1}+1+R \text { for all } n \text { large enough, }
$$

for some $\tau_{n}>0$ such that

$$
\begin{equation*}
\tau_{n} \sim \frac{2 \mu_{+}-\varepsilon-2 \mu_{-}}{2\left(\mu_{+}-2 \varepsilon\right) \sqrt{\mu_{+}-\mu_{-}}} \times\left(x_{n+1}-y_{n}\right) \rightarrow+\infty \text { as } n \rightarrow+\infty .^{2} \tag{2.17}
\end{equation*}
$$

Proof. Let us fix $\gamma \in(0, \Gamma]$. Since $u(t, x) \rightarrow 0$ as $x \rightarrow+\infty$ locally uniformly with respect to $t \in[0,+\infty)$, and since $y_{n} \rightarrow+\infty$ as $n \rightarrow+\infty$, one has $t_{n, \gamma} \geq 1$ for all $n$ large enough. The Harnack inequality then yields the existence of a constant $C \in(0,1)$ (independent of $\gamma$ and $n$ ) such that

$$
u\left(t_{n, \gamma}+1, \cdot\right) \geq C \gamma \text { in }\left(y_{n}-1, y_{n}\right) \text { for all } n \text { large enough. }
$$

Remember that $R>0$ is given in (2.7) and, for each $n \in \mathbb{N}$, denote

$$
\begin{equation*}
\tau_{n}^{\prime}:=\frac{x_{n+1}-y_{n}+2 R+2}{2 \sqrt{\mu_{+}-\mu_{-}}}>0 . \tag{2.18}
\end{equation*}
$$
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Figure 1: Profiles of the functions $x \mapsto u(t, x)$ at the times $t=t_{n, \gamma}$ and $t=t_{n, \gamma}+\tau_{n}$, with $c_{-}=2 \sqrt{\mu_{-}}$; the growing bump has a growth rate $\approx \mu_{+}$and its size is magnified by a factor $\approx e^{\mu+\tau_{n}}$ between the times $t_{n, \gamma}$ and $t_{n, \gamma}+\tau_{n}$.

Since $0<\varepsilon<\mu_{-}$and $0<2 \mu_{-}<\mu_{+}$, one has $0<\sqrt{\mu_{-}-\varepsilon}<\sqrt{\mu_{+}-\mu_{-}}$and then $x_{n+1}-y_{n} \geq 2 \sqrt{\mu_{-}-\varepsilon} \tau_{n}^{\prime}$ for all $n$ large enough, because $x_{n+1}-y_{n} \rightarrow+\infty$ as $n \rightarrow+\infty$. With $\theta>0$ as in Lemma 2.1, it follows from Lemma 2.1, applied with $v:=u\left(t_{n, \gamma}+1+\cdot, y_{n}+\cdot\right)$ and $C \gamma \in(0, \Gamma]$ instead of $\gamma$, that

$$
\begin{array}{rll}
u\left(t_{n, \gamma}+1+\tau_{n}^{\prime}, x\right) & \geq \theta C \gamma e^{\left(\mu_{-}-\varepsilon\right) \tau_{n}^{\prime}} \int_{-1}^{0} \frac{e^{-\left(x-y_{n}-z\right)^{2} /\left(4 \tau_{n}^{\prime}\right)}}{\sqrt{4 \pi \tau_{n}^{\prime}}} d z & \text { for all } n \text { large enough } \\
& \geq \frac{\theta C \gamma e^{\left(\mu_{-}-\varepsilon\right) \tau_{n}^{\prime}-\left(x_{n+1}-y_{n}+2 R+2\right)^{2} /\left(4 \tau_{n}^{\prime}\right)}}{\sqrt{4 \pi \tau_{n}^{\prime}}} & \text { and } x \in\left[x_{n+1}+1, x_{n+1}+2 R+1\right] .
\end{array}
$$

For each $n$, consider now the function $\underline{u}_{n}:[0,+\infty) \times\left[x_{n+1}+1, x_{n+1}+2 R+1\right] \rightarrow \mathbb{R}$ defined by

$$
\begin{equation*}
\underline{u}_{n}(t, x):=\underbrace{\frac{\theta C \gamma e^{\left(\mu_{-}-\varepsilon\right) \tau_{n}^{\prime}-\left(x_{n+1}-y_{n}+2 R+2\right)^{2} /\left(4 \tau_{n}^{\prime}\right)}}{\sqrt{4 \pi \tau_{n}^{\prime}}}}_{=: \alpha_{n}} \times \cos \left(\frac{\pi\left(x-x_{n+1}-R-1\right)}{2 R}\right) \times e^{\left(\mu_{+}-2 \varepsilon\right) t} . \tag{2.19}
\end{equation*}
$$

One has $\underline{u}_{n}\left(t, x_{n+1}+R+1 \pm R\right)=0<u\left(t_{n, \gamma}+1+\tau_{n}^{\prime}+t, x_{n+1}+R+1 \pm R\right)$ for all $t \geq 0$, and $\underline{u}_{n}(0, \cdot) \leq u\left(t_{n, \gamma}+1+\tau_{n}^{\prime}, \cdot\right)$ in $\left[x_{n+1}+1, x_{n+1}+2 R+1\right]$ for all $n$ large enough. Furthermore, since $\pi^{2} /\left(4 R^{2}\right) \leq \varepsilon$ by (2.7), the nonnegative function $\underline{u}_{n}$ satisfies

$$
\partial_{t} \underline{u}_{n}-\partial_{x x} \underline{u}_{n}=\left(\mu_{+}-2 \varepsilon+\frac{\pi^{2}}{4 R^{2}}\right) \underline{u}_{n} \leq\left(\mu_{+}-\varepsilon\right) \underline{u}_{n}
$$

in $[0,+\infty) \times\left[x_{n+1}+1, x_{n+1}+2 R+1\right]$. From (2.2)-(2.3) and (2.8), one has, for all $n$ large enough,

$$
\left\{\begin{array}{l}
{\left[x_{n+1}+1, x_{n+1}+2 R+1\right] \subset\left[x_{n+1}+1, y_{n+1}-1\right],} \\
f(x, s) \geq(\mu(x)-\varepsilon) s=\left(\mu_{+}-\varepsilon\right) s \text { for all }(x, s) \in\left[x_{n+1}+1, x_{n+1}+2 R+1\right] \times[0, \Gamma] .
\end{array}\right.
$$

Therefore, for all $n$ large enough and $(t, x) \in[0,+\infty) \times\left[x_{n+1}+1, x_{n+1}+2 R+1\right]$ such that $\underline{u}_{n}(t, x) \leq \Gamma$, one has $\partial_{t} \underline{u}_{n}(t, x) \leq \partial_{x x} \underline{u}_{n}(t, x)+f\left(x, \underline{u}_{n}(t, x)\right)$. Observe also that, for every $\tau>0$,

$$
\max _{[0, \tau] \times\left[x_{n+1}+1, x_{n+1}+2 R+1\right]} \underline{u}_{n}=\underline{u}_{n}\left(\tau, x_{n+1}+R+1\right)=\alpha_{n} e^{\left(\mu_{+}-2 \varepsilon\right) \tau},
$$

and that the definitions (2.18)-(2.19) of $\tau_{n}^{\prime}$ and $\alpha_{n}$ yield

$$
\left(\mu_{-}-\varepsilon\right) \tau_{n}^{\prime}-\frac{\left(x_{n+1}-y_{n}+2 R+2\right)^{2}}{4 \tau_{n}^{\prime}} \sim \frac{2 \mu_{-}-\varepsilon-\mu_{+}}{2 \sqrt{\mu_{+}-\mu_{-}}} \times\left(x_{n+1}-y_{n}\right) \rightarrow-\infty \text { as } n \rightarrow+\infty
$$

and then $\alpha_{n} \rightarrow 0$ as $n \rightarrow+\infty$. Therefore, for all $n$ large enough, there is a time $\tau_{n}^{\prime \prime}>0$ such that

$$
\max _{\left[0, \tau_{n}^{\prime \prime}\right] \times\left[x_{n+1}+1, x_{n+1}+2 R+1\right]} \underline{u}_{n}=\alpha_{n} e^{\left(\mu_{+}-2 \varepsilon\right) \tau_{n}^{\prime \prime}}=\gamma \leq \Gamma,
$$

and

$$
\begin{equation*}
\tau_{n}^{\prime \prime} \sim \frac{\mu_{+}+\varepsilon-2 \mu_{-}}{2\left(\mu_{+}-2 \varepsilon\right) \sqrt{\mu_{+}-\mu_{-}}} \times\left(x_{n+1}-y_{n}\right) \text { as } n \rightarrow+\infty . \tag{2.20}
\end{equation*}
$$

For all $n$ large enough, $\underline{u}_{n}$ is then a subsolution of the equation satisfied by $u\left(t_{n, \gamma}+1+\tau_{n}^{\prime}+\cdot, \cdot\right)$ in $\left[0, \tau_{n}^{\prime \prime}\right] \times\left[x_{n+1}+1, x_{n+1}+2 R+1\right]$, and the maximum principle then implies that

$$
\underline{u}_{n} \leq u\left(t_{n, \gamma}+1+\tau_{n}^{\prime}+\cdot, \cdot\right) \text { in }\left[0, \tau_{n}^{\prime \prime}\right] \times\left[x_{n+1}+1, x_{n+1}+2 R+1\right] .
$$

In particular, $u\left(t_{n, \gamma}+1+\tau_{n}^{\prime}+\tau_{n}^{\prime \prime}, x_{n+1}+1+R\right) \geq \underline{u}_{n}\left(\tau_{n}^{\prime \prime}, x_{n+1}+1+R\right)=\alpha_{n} e^{\left(\mu_{+}-2 \varepsilon\right) \tau_{n}^{\prime \prime}}=\gamma$ for all $n$ large enough, hence $X_{\gamma}^{+}\left(t_{n, \gamma}+1+\tau_{n}^{\prime}+\tau_{n}^{\prime \prime}\right) \geq x_{n+1}+1+R$. By setting $\tau_{n}=1+\tau_{n}^{\prime}+\tau_{n}^{\prime \prime}$ for all $n$ large enough, and observing that

$$
\tau_{n} \sim \frac{2 \mu_{+}-\varepsilon-2 \mu_{-}}{2\left(\mu_{+}-2 \varepsilon\right) \sqrt{\mu_{+}-\mu_{-}}} \times\left(x_{n+1}-y_{n}\right) \text { as } n \rightarrow+\infty
$$

by (2.18) and (2.20), the proof of Lemma 2.2 is thereby complete.
The next three lemmas provide upper bounds of $u$. We start with an obvious global exponential upper bound following from the definition (2.4) of $f$ (yielding the Fisher-KPP property (1.2)).

Lemma 2.3 There holds $0 \leq u(t, x) \leq \min \left(e^{2 \mu_{+} t-\sqrt{\mu_{+} x}}, 1\right)$ for all $t \geq 0$ and $x \in \mathbb{R}$.
Proof. From (2.3)-(2.4), the function $u:[0,+\infty) \times \mathbb{R} \rightarrow[0,1]$ satisfies $\partial_{t} u \leq \partial_{x x} u+\mu_{+} u$ in $(0,+\infty) \times \mathbb{R}$, while the function $\bar{u}:(t, x) \mapsto \bar{u}(t, x):=e^{2 \mu_{+} t-\sqrt{\mu_{+} x}}$ solves $\partial_{t} \bar{u}=\partial_{x x} \bar{u}+\mu_{+} \bar{u}$ in $[0,+\infty) \times \mathbb{R}$, with $u(0, \cdot) \leq \bar{u}(0, \cdot)$ in $\mathbb{R}$. The maximum principle yields the conclusion.

The second lemma, obtained from Lemma 2.3 and using the smallness of $\mu$ in the interval [ $y_{n}, x_{n+1}$ ], provides an upper bound of $u$ at the position $x_{n+1}$, after the time $s_{n}$ defined by

$$
\begin{equation*}
s_{n}:=\frac{y_{n}}{2 \sqrt{\mu_{+}}} . \tag{2.21}
\end{equation*}
$$

Lemma 2.4 For every $n \in \mathbb{N}$ and $t \geq s_{n}$, one has

$$
\left\{\begin{align*}
u(t, x) \leq & 2 e^{\mu_{+}\left(t-s_{n}\right)-\sqrt{\mu_{+}-\mu_{-}}\left(x_{n+1}-y_{n}\right)} & & \text { for all } x \geq x_{n+1}  \tag{2.22}\\
u(t, x) \leq & e^{\mu_{-}\left(t-s_{n}\right)-\sqrt{\mu_{-}\left(x-y_{n}\right)}} & & \\
& +2 e^{\mu_{+}\left(t-s_{n}\right)+\sqrt{\mu_{+}-\mu_{-}}\left(x-x_{n+1}\right)-\sqrt{\mu_{+}-\mu_{-}}\left(x_{n+1}-y_{n}\right)} & & \text { for all } y_{n} \leq x \leq x_{n+1}
\end{align*}\right.
$$

Proof. Let us fix any integer $n$ throughout the proof. Let us first define, for $t \geq s_{n}$ and $x \geq y_{n}$ :

$$
\bar{u}_{n}(t, x):= \begin{cases}e^{\mu_{+}\left(t-s_{n}\right)-\sqrt{\mu_{+}-\mu_{-}}\left(x-y_{n}\right)}+e^{\mu_{+}\left(t-s_{n}\right)+\sqrt{\mu_{+}-\mu_{-}}\left(x-x_{n+1}\right)-\sqrt{\mu_{+}-\mu_{-}}\left(x_{n+1}-y_{n}\right)} & \text { if } y_{n} \leq x<x_{n+1}, \\ 2 e^{\mu_{+}\left(t-s_{n}\right)-\sqrt{\mu_{+}-\mu_{-}}\left(x_{n+1}-y_{n}\right)} & \text { if } x \geq x_{n+1} .\end{cases}
$$

This function $\bar{u}_{n}$ is of class $C^{1}$ (with respect to the variables $\left.(t, x)\right)$ in $\left[s_{n},+\infty\right) \times\left[y_{n},+\infty\right)$ and of class $C^{2}$ with respect to $x$ in $\left[s_{n},+\infty\right) \times\left(\left[y_{n},+\infty\right) \backslash\left\{x_{n+1}\right\}\right)$. We also claim that it is a supersolution of the equation (1.1) satisfied by $u$, in $\left[s_{n},+\infty\right) \times\left[y_{n},+\infty\right)$. Indeed, first of all, by (2.21) and Lemma 2.3, one has $u\left(s_{n}, x\right) \leq e^{2 \mu_{+} s_{n}-\sqrt{\mu_{+}} x}=e^{-\sqrt{\mu_{+}}\left(x-y_{n}\right)}$ for all $x \geq y_{n}$, hence

$$
u\left(s_{n}, x\right) \leq e^{-\sqrt{\mu_{+}-\mu_{-}}\left(x-y_{n}\right)} \leq \bar{u}_{n}\left(s_{n}, x\right) \text { for all } x \geq y_{n} .
$$

Furthermore, $u\left(t, y_{n}\right) \leq 1 \leq \bar{u}_{n}\left(t, y_{n}\right)$ for all $t \geq s_{n}$. Lastly, since $\mu=\mu_{-}$in $\left[y_{n}, x_{n+1}\right]$ and $\mu \leq \mu_{+}$ in $\mathbb{R}$ by (2.3), it is easy to see that

$$
\partial_{t} \bar{u}_{n}(t, x)-\partial_{x x} \bar{u}_{n}(t, x)=\mu_{-} \bar{u}_{n}(t, x) \geq f\left(x, \bar{u}_{n}(t, x)\right)
$$

for all $(t, x) \in\left[s_{n},+\infty\right) \times\left[y_{n}, x_{n+1}\right)$ such that $\bar{u}_{n}(t, x) \leq 1$, whereas

$$
\partial_{t} \bar{u}_{n}(t, x)-\partial_{x x} \bar{u}_{n}(t, x)=\mu_{+} \bar{u}_{n}(t, x) \geq f\left(x, \bar{u}_{n}(t, x)\right)
$$

for all $(t, x) \in\left[s_{n},+\infty\right) \times\left(x_{n+1},+\infty\right)$ such that $\bar{u}_{n}(t, x) \leq 1$. Therefore, remembering also that $u \leq 1$, it follows from the maximum principle that $u \leq \min \left(\bar{u}_{n}, 1\right)$ in $\left[s_{n},+\infty\right) \times\left[y_{n},+\infty\right)$. In particular, at $(t, x)$ with any $t \geq s_{n}$ and $x \geq x_{n+1}$, the inequality $u\left(t, x_{n+1}\right) \leq \bar{u}_{n}(t, x)$ yields the first inequality in (2.22).

To get the second one, we now define, for $t \geq s_{n}$ and $x \in \mathbb{R}$ :

$$
\begin{equation*}
\bar{v}_{n}(t, x):=e^{2 \mu_{-}\left(t-s_{n}\right)-\sqrt{\mu_{-}}\left(x-y_{n}\right)}+2 e^{\mu_{+}\left(t-s_{n}\right)+\sqrt{\mu_{+}-\mu_{-}}\left(x-x_{n+1}\right)-\sqrt{\mu_{+}-\mu_{-}}\left(x_{n+1}-y_{n}\right)} . \tag{2.23}
\end{equation*}
$$

The function $\bar{v}_{n}$ is of class $C^{2}$ in $\left[s_{n},+\infty\right) \times \mathbb{R}$ and it obeys $\partial_{t} \bar{v}_{n}-\partial_{x x} \bar{v}_{n}=\mu_{-} \bar{v}_{n}$ in $\left[s_{n},+\infty\right) \times \mathbb{R}$. Hence, the definitions (2.3)-(2.4) of $\mu$ and $f$ imply that

$$
\partial_{t} \bar{v}_{n}(t, x)-\partial_{x x} \bar{v}_{n}(t, x) \geq f\left(x, \bar{v}_{n}(t, x)\right)
$$

for every $(t, x) \in\left[s_{n},+\infty\right) \times\left[y_{n}, x_{n+1}\right]$ such that $\bar{v}_{n}(t, x) \leq 1$. Furthermore, Lemma 2.3 and (2.21) imply that, for every $x \in \mathbb{R}, u\left(s_{n}, x\right) \leq \min \left(e^{-\sqrt{\mu_{+}}\left(x-y_{n}\right)}, 1\right)$, hence $u\left(s_{n}, x\right) \leq \bar{v}_{n}\left(s_{n}, x\right)$ for all $x \geq y_{n}$ (remember that $\left.\sqrt{\mu_{-}}<\sqrt{\mu_{+}}\right)$. Lastly, $u\left(t, y_{n}\right) \leq 1 \leq \bar{v}_{n}\left(t, y_{n}\right)$ for all $t \geq s_{n}$, and $u\left(t, x_{n+1}\right) \leq \bar{v}_{n}\left(t, x_{n+1}\right)$ for all $t \geq s_{n}$ from the first inequality in (2.22). Remembering that $u \leq 1$, it then follows from the maximum principle that $u(t, x) \leq \min \left(\bar{v}_{n}(t, x), 1\right)$ for all $(t, x) \in\left[s_{n},+\infty\right) \times\left[y_{n}, x_{n+1}\right]$, which completes the proof of Lemma 2.4.

Lemma 2.4 then provides an upper bound of $X_{\gamma}^{-}(t)$ for $t$ belonging to some interval on the right of $s_{n}$, as the following lemma shows.

Lemma 2.5 Let $\Gamma \in(0,1)$ be given in (2.8). For every $\gamma \in(0, \Gamma]$ and $\ell>-\ln (\gamma) / \sqrt{\mu_{-}}$, there exists a constant $M=M_{\gamma, \ell}$ such that, for all $n$ large enough and with $s_{n}$ defined by (2.21),

$$
X_{\gamma}^{-}(t) \leq \ell+y_{n}+2 \sqrt{\mu_{-}}\left(t-s_{n}\right) \text { for all } s_{n} \leq t \leq s_{n}+M+\frac{2 \sqrt{\mu_{+}-\mu_{-}}}{\mu_{+}+2 \sqrt{\mu_{-}\left(\mu_{+}-\mu_{-}\right)}} \times\left(x_{n+1}-y_{n}\right) .
$$

Proof. Let $\gamma \in(0, \Gamma]$ and $\ell>-\ln (\gamma) / \sqrt{\mu_{-}}$be fixed throughout the proof (notice that $\ell>0$, since $0<\gamma \leq \Gamma<1$ ). Denote

$$
\begin{equation*}
M=M_{\gamma, \ell}:=\frac{\ln \left(\gamma-e^{-\ell \sqrt{\mu_{-}}}\right)-\ln 2-\ell \sqrt{\mu_{+}-\mu_{-}}}{\mu_{+}+2 \sqrt{\mu_{-}\left(\mu_{+}-\mu_{-}\right)}} \tag{2.24}
\end{equation*}
$$

which is well defined since $\ell>-\ln (\gamma) / \sqrt{\mu_{-}}$. As $2 \sqrt{\mu_{-}\left(\mu_{+}-\mu_{-}\right)}<\mu_{+}$by (2.5), one has

$$
\frac{4 \sqrt{\mu_{-}\left(\mu_{+}-\mu_{-}\right)}}{\mu_{+}+2 \sqrt{\mu_{-}\left(\mu_{+}-\mu_{-}\right)}}<1,
$$

hence there is $n_{0} \in \mathbb{N}$ such that, for all $n \geq n_{0}$,

$$
\left\{\begin{array}{l}
\ell+2 M \sqrt{\mu_{-}}+\frac{4 \sqrt{\mu_{-}\left(\mu_{+}-\mu_{-}\right)}}{\mu_{+}+2 \sqrt{\mu_{-}\left(\mu_{+}-\mu_{-}\right)}} \times\left(x_{n+1}-y_{n}\right)<x_{n+1}-y_{n}  \tag{2.25}\\
M+\frac{2 \sqrt{\mu_{+}-\mu_{-}}}{\mu_{+}+2 \sqrt{\mu_{-}\left(\mu_{+}-\mu_{-}\right)}} \times\left(x_{n+1}-y_{n}\right) \geq 0 .
\end{array}\right.
$$

Consider finally any $n \geq n_{0}$ and any $t$ such that

$$
\begin{equation*}
s_{n} \leq t \leq s_{n}+M+\frac{2 \sqrt{\mu_{+}-\mu_{-}}}{\mu_{+}+2 \sqrt{\mu_{-}\left(\mu_{+}-\mu_{-}\right)}} \times\left(x_{n+1}-y_{n}\right) . \tag{2.26}
\end{equation*}
$$

One has $y_{n}<\ell+y_{n}+2 \sqrt{\mu_{-}}\left(t-s_{n}\right)<x_{n+1}$ from (2.25) and the positivity of $\ell$, hence the second inequality in the conclusion (2.22) of Lemma 2.4, together with the definition (2.23), yields

$$
\begin{aligned}
u\left(t, \ell+y_{n}+2 \sqrt{\mu_{-}}\left(t-s_{n}\right)\right) & \leq \bar{v}_{n}\left(t, \ell+y_{n}+2 \sqrt{\mu_{-}}\left(t-s_{n}\right)\right) \\
& \leq e^{-\ell \sqrt{\mu_{-}}}+2 e^{-2 \sqrt{\mu_{+}-\mu_{-}}\left(x_{n+1}-y_{n}\right)+\left[\mu_{+}+2 \sqrt{\mu_{-}\left(\mu_{+}-\mu_{-}\right)}\right]\left(t-s_{n}\right)+\ell \sqrt{\mu_{+}-\mu_{-}}}
\end{aligned}
$$

and finally $u\left(t, \ell+y_{n}+2 \sqrt{\mu_{-}}\left(t-s_{n}\right)\right) \leq \gamma$ from (2.24) and (2.26). This implies that $X_{\gamma}^{-}(t) \leq \ell+y_{n}+2 \sqrt{\mu_{-}}\left(t-s_{n}\right)$ and the proof of Lemma 2.5 is thereby complete.

With the above lemmas in hand, we can complete the proof of Theorem 1.1.
Proof of Theorem 1.1. Let $\left(x_{n}\right)_{n \in \mathbb{N}},\left(y_{n}\right)_{n \in \mathbb{N}}, \mu$ and $f$ be as in (2.1)-(2.4), and let $\varepsilon_{0} \in\left(0, \mu_{-}\right)$be such that (2.6) holds for all $\varepsilon \in\left(0, \varepsilon_{0}\right]$. Consider then any such $\varepsilon \in\left(0, \varepsilon_{0}\right]$, and let $R>0$ and $\Gamma \in(0,1)$ be as in (2.7)-(2.8).

Consider first in this paragraph any $\gamma \in(0, \Gamma]$. Fix any $\ell>-(\ln (\gamma)) / \sqrt{\mu_{-}}$and let $M \in \mathbb{R}$ be as in Lemma 2.5. With $t_{n, \gamma}>0$ given as in (2.16), Lemma 2.2 implies that

$$
\begin{equation*}
X_{\gamma}^{+}\left(t_{n, \gamma}+\tau_{n}\right) \geq x_{n+1}+1+R \text { for all } n \text { large enough, } \tag{2.27}
\end{equation*}
$$

with $\tau_{n}>0$ satisfying (2.17). Next, on the one hand, since $t_{n, \gamma} \geq y_{n} /\left(2 \sqrt{\mu_{+}}\right)+(\ln \gamma) /\left(2 \mu_{+}\right)$ by (2.16) and Lemma 2.3, it follows from (2.17) and (2.21) that $s_{n} \leq t_{n, \gamma}+\tau_{n}$ for all $n$ large enough. On the other hand, by picking any $c$ such that $0<c<2 \sqrt{\mu_{-}}$, it follows from (2.15) and $\lim _{n \rightarrow+\infty} y_{n}=+\infty$ that $0<t_{n, \gamma}<y_{n} / c$ for all $n$ large enough. As $2 s_{n} \sqrt{\mu_{+}}=y_{n}$, one deduces from (2.6), (2.17) and $y_{n}=o\left(x_{n+1}-y_{n}\right)$ that

$$
\begin{equation*}
t_{n, \gamma}+\tau_{n}-s_{n} \leq M+\frac{2 \sqrt{\mu_{+}-\mu_{-}}}{\mu_{+}+2 \sqrt{\mu_{-}\left(\mu_{+}-\mu_{-}\right)}} \times\left(x_{n+1}-y_{n}\right) \text { for all } n \text { large enough. } \tag{2.28}
\end{equation*}
$$

One then infers from Lemma 2.5 that

$$
X_{\gamma}^{-}\left(t_{n, \gamma}+\tau_{n}\right) \leq \ell+y_{n}+2 \sqrt{\mu_{-}}\left(t_{n, \gamma}+\tau_{n}-s_{n}\right) \text { for all } n \text { large enough. }
$$

Together with (2.27), it follows that

$$
I_{\gamma}\left(t_{n, \gamma}+\tau_{n}\right)=X_{\gamma}^{+}\left(t_{n, \gamma}+\tau_{n}\right)-X_{\gamma}^{-}\left(t_{n, \gamma}+\tau_{n}\right) \geq 1+R-\ell+x_{n+1}-y_{n}-2 \sqrt{\mu_{-}}\left(t_{n, \gamma}+\tau_{n}-s_{n}\right)
$$

for all $n$ large enough. Remember that $y_{n}=o\left(x_{n+1}\right)=o\left(x_{n+1}-y_{n}\right)$ as $n \rightarrow+\infty$, while $0<t_{n, \gamma}<y_{n} / c$ (for all $n$ large enough) and $s_{n}=y_{n} /\left(2 \sqrt{\mu_{+}}\right)$then yield $t_{n, \gamma}=o\left(x_{n+1}-y_{n}\right)$ and $s_{n}=o\left(x_{n+1}-y_{n}\right)$. Since $t_{n, \gamma}+\tau_{n} \rightarrow+\infty$, one then gets from (2.17) and (2.6) that

$$
\begin{equation*}
\limsup _{t \rightarrow+\infty} \frac{I_{\gamma}(t)}{t} \geq \limsup _{n \rightarrow+\infty} \frac{I_{\gamma}\left(t_{n, \gamma}+\tau_{n}\right)}{t_{n, \gamma}+\tau_{n}} \geq \frac{2\left(\mu_{+}-2 \varepsilon\right) \sqrt{\mu_{+}-\mu_{-}}}{2 \mu_{+}-\varepsilon-2 \mu_{-}}-2 \sqrt{\mu_{-}}>0 . \tag{2.29}
\end{equation*}
$$

Since the above inequality is valid for any $\gamma \in(0, \Gamma]$ and $\varepsilon$ was arbitrary in $\left(0, \varepsilon_{0}\right]$, it follows that

$$
\liminf _{\gamma \rightarrow 0^{+}}\left(\limsup _{t \rightarrow+\infty} \frac{I_{\gamma}(t)}{t}\right) \geq \frac{2 \mu_{+} \sqrt{\mu_{+}-\mu_{-}}}{2 \mu_{+}-2 \mu_{-}}-2 \sqrt{\mu_{-}}=\frac{\mu_{+}}{\sqrt{\mu_{+}-\mu_{-}}}-2 \sqrt{\mu_{-}}>0
$$

that is, (1.7) has been proved.
In this remaining part of the proof of Theorem 1.1, consider any $\gamma \in(0,1)$ and let us show (1.8). On the one hand, (2.15) implies that

$$
\begin{equation*}
\liminf _{t \rightarrow+\infty} \frac{X_{\gamma}^{-}(t)}{t} \geq 2 \sqrt{\mu_{-}} \tag{2.30}
\end{equation*}
$$

On the other hand, consider any $\sigma>2 \sqrt{\mu_{-}}$. Since $0<y_{n}<x_{n+1}$ while $y_{n} \rightarrow+\infty$ and $y_{n}=o\left(x_{n+1}\right)$ as $n \rightarrow+\infty$ by (2.2), one has $y_{n}<\sqrt{y_{n} x_{n+1}}<x_{n+1}$ and

$$
+\infty \leftarrow \sqrt{y_{n} x_{n+1}}-y_{n} \sim \sqrt{y_{n} x_{n+1}}=o\left(x_{n+1}\right)=o\left(x_{n+1}-y_{n}\right) \text { as } n \rightarrow+\infty
$$

Therefore, owing to the definition (2.23) of $\bar{v}_{n}$ and to $\mu_{+}>\mu_{-}>0$ and $\sigma>2 \sqrt{\mu_{-}}$, there holds

$$
\begin{aligned}
& \bar{v}_{n}\left(s_{n}+\frac{\sqrt{y_{n} x_{n+1}}}{\sigma}, \sqrt{y_{n} x_{n+1}}\right) \\
& =e^{2 \mu_{-} \sqrt{y_{n} x_{n+1}} / \sigma-\sqrt{\mu_{-}}\left(\sqrt{y_{n} x_{n+1}}-y_{n}\right)}+2 e^{\mu_{+} \sqrt{y_{n} x_{n+1}} / \sigma+\sqrt{\mu_{+}-\mu_{-}}\left(\sqrt{y_{n} x_{n+1}}-x_{n+1}\right)-\sqrt{\mu_{+}-\mu_{-}}\left(x_{n+1}-y_{n}\right)} \rightarrow 0
\end{aligned}
$$

as $n \rightarrow+\infty$. Similarly,

$$
\bar{v}_{n}\left(s_{n}+\frac{\sqrt{y_{n} x_{n+1}}}{\sigma}, x_{n+1}\right)=e^{2 \mu_{-} \sqrt{y_{n} x_{n+1}} / \sigma-\sqrt{\mu_{-}}\left(x_{n+1}-y_{n}\right)}+2 e^{\mu_{+} \sqrt{y_{n} x_{n+1}} / \sigma-\sqrt{\mu_{+}-\mu_{-}}\left(x_{n+1}-y_{n}\right)} \rightarrow 0
$$

as $n \rightarrow+\infty$. Since each function $\bar{v}_{n}\left(s_{n}+\sqrt{y_{n} x_{n+1}} / \sigma, \cdot\right)$ is convex in $\mathbb{R}$ by definition, one gets that

$$
\max _{\left[\sqrt{\left.y_{n} x_{n+1}, x_{n+1}\right]}\right.} \bar{v}_{n}\left(s_{n}+\frac{\sqrt{y_{n} x_{n+1}}}{\sigma}, \cdot\right) \rightarrow 0 \text { as } n \rightarrow+\infty .
$$

Together with the second inequality of (2.22) in Lemma 2.4 and the nonnegativity of $u$, it follows that $\max _{\left[\sqrt{y_{n} x_{n+1}}, x_{n+1}\right]} u\left(s_{n}+\sqrt{y_{n} x_{n+1}} / \sigma, \cdot\right) \rightarrow 0$ as $n \rightarrow+\infty$. But the first inequality of (2.22) in Lemma 2.4 and the comparison $\sqrt{y_{n} x_{n+1}}=o\left(x_{n+1}-y_{n}\right)$ also imply that $\max _{\left[x_{n+1},+\infty\right)} u\left(s_{n}+\sqrt{y_{n} x_{n+1}} / \sigma, \cdot\right) \rightarrow 0$ as $n \rightarrow+\infty .{ }^{3}$ Finally,

$$
\max _{\left[\sqrt{y_{n} x_{n+1}},+\infty\right)} u\left(s_{n}+\frac{\sqrt{y_{n} x_{n+1}}}{\sigma}, \cdot\right) \rightarrow 0 \text { as } n \rightarrow+\infty
$$

[^3]hence
$$
X_{\gamma}^{+}\left(s_{n}+\frac{\sqrt{y_{n} x_{n+1}}}{\sigma}\right)<\sqrt{y_{n} x_{n+1}} \text { for all } n \text { large enough. }
$$

Since $s_{n}+\sqrt{y_{n} x_{n+1}} / \sigma \sim \sqrt{y_{n} x_{n+1}} / \sigma \rightarrow+\infty$ as $n \rightarrow+\infty$ by (2.2) and (2.21), one gets

$$
\liminf _{t \rightarrow+\infty} \frac{X_{\gamma}^{+}(t)}{t} \leq \liminf _{n \rightarrow+\infty} \frac{X_{\gamma}^{+}\left(s_{n}+\frac{\sqrt{y_{n} x_{n+1}}}{\sigma}\right)}{s_{n}+\frac{\sqrt{y_{n} x_{n+1}}}{\sigma}} \leq \sigma
$$

As $\sigma$ was arbitrary in $\left(2 \sqrt{\mu_{-}},+\infty\right)$, one obtains $\liminf _{t \rightarrow+\infty} X_{\gamma}^{+}(t) / t \leq 2 \sqrt{\mu_{-}}$. Since $I_{\gamma}(t)=X_{\gamma}^{+}(t)-X_{\gamma}^{-}(t) \geq 0$ for all $t>0$, one infers from the last inequality and (2.30) that $\liminf _{t \rightarrow+\infty} I_{\gamma}(t) / t=0$.

Lastly, Lemma 2.3 implies that $\lim \sup _{t \rightarrow+\infty} X_{\gamma}^{+}(t) / t \leq 2 \sqrt{\mu_{+}}$, which together with (2.30) yields $\lim \sup _{t \rightarrow+\infty} I_{\gamma}(t) / t \leq 2\left(\sqrt{\mu_{+}}-\sqrt{\mu_{-}}\right)<+\infty$. The proof of Theorem 1.1 is thereby complete.

Remark 2.6 Whereas the conclusions (1.7)-(1.8) of Theorem 1.1 are concerned with linear comparisons of the diameters $I_{\gamma}(t)$ with respect to $t$ as $t \rightarrow+\infty$, the goal of this remark is to deal with some comparisons with respect to $\ln t$ as $t \rightarrow+\infty$, which will then improve the first equality in (1.8) saying that $\liminf _{t \rightarrow+\infty} I_{\gamma}(t) / t=0$ for all $\gamma \in(0,1)$. Namely, we provide examples of functions $f$ fulfilling the conditions of Theorem 1.1 and for which

$$
\liminf _{t \rightarrow+\infty} \frac{I_{\gamma}(t)}{\ln t}<+\infty
$$

for all $\gamma \in(0,1)$ (notice on the other hand that $\lim \sup _{t \rightarrow+\infty} I_{\gamma}(t) / \ln t=+\infty$, at least for all $\gamma>0$ small enough, by (1.7)). More precisely, with the same notations and arguments as in the proof of Theorem 1.1, it follows that, if $z_{n}$ and $z_{n}^{\prime}$ are such that $y_{n}<z_{n}<z_{n}+z_{n}^{\prime}<x_{n+1}$ with $z_{n}^{\prime}-y_{n} \rightarrow+\infty$ and $z_{n}=o\left(x_{n+1}\right)$ as $n \rightarrow+\infty$, then $\max _{\left[z_{n}+z_{n}^{\prime}, x_{n+1}\right]} \bar{v}_{n}\left(s_{n}+z_{n} /\left(2 \sqrt{\mu_{-}}\right), \cdot\right) \rightarrow 0$ and then also $\max _{\left[z_{n}+z_{n}^{\prime},+\infty\right)} u\left(s_{n}+z_{n} /\left(2 \sqrt{\mu_{-}}\right), \cdot\right) \rightarrow 0$ as $n \rightarrow+\infty$, hence, for every $\gamma \in(0,1)$, $X_{\gamma}^{+}\left(t_{n}^{\prime}\right)<z_{n}+z_{n}^{\prime}=2 \sqrt{\mu_{-}}\left(t_{n}^{\prime}-s_{n}\right)+z_{n}^{\prime}<2 \sqrt{\mu_{-}} t_{n}^{\prime}+z_{n}^{\prime}$ for all $n$ large enough, with $t_{n}^{\prime}=s_{n}+z_{n} /\left(2 \sqrt{\mu_{-}}\right)$. On the other hand, the standard result of Bramson [7] shows that $X_{\gamma}^{-}(t) \geq 2 \sqrt{\mu_{-}} t-3(\ln t) /\left(2 \sqrt{\mu_{-}}\right)+C_{\gamma}$ for all $t \geq 1$, for some $C_{\gamma} \in \mathbb{R}$. Therefore, if $e^{y_{n}}=o\left(x_{n+1}\right)$ as $n \rightarrow+\infty$ in (2.2), choosing $z_{n}=\sqrt{e^{y_{n}} x_{n+1}}$ and $z_{n}^{\prime}=\ln z_{n}$ for $n$ large enough implies that $t_{n}^{\prime} \sim z_{n} /\left(2 \sqrt{\mu_{-}}\right) \rightarrow+\infty$ and $0 \leq I_{\gamma}\left(t_{n}^{\prime}\right)<z_{n}^{\prime}+3\left(\ln t_{n}^{\prime}\right) /\left(2 \sqrt{\mu_{-}}\right)-C_{\gamma}=O\left(\ln t_{n}^{\prime}\right)$ as $n \rightarrow+\infty$.

Proof of Corollary 1.3. Assume by way of contradiction that there is a generalized transition front $U$. Then for every $\gamma \in(0,1)$, there is a real number $C_{\gamma} \geq 0$ such that, for any $(t, x) \in \mathbb{R} \times \mathbb{R}$ with $U(t, x)=\gamma$, there holds $U(t, y)>\gamma$ for every $y<x-C_{\gamma}$ and $U(t, y)<\gamma$ for every $y>x+C_{\gamma}$.

As $\mu_{-}>0$, we refer to [4, Theorem 7.1] which implies that, for any continuous function $v_{0}: \mathbb{R} \rightarrow[0,1]$ with $\left\|v_{0}\right\|_{L^{\infty}(\mathbb{R})}>0$, the solution $v$ of (1.1) with initial condition $v_{0}$ satisfies $v(t, x) \rightarrow 1$ as $t \rightarrow+\infty$ locally uniformly in $x \in \mathbb{R}$. In particular, $U(t, x) \rightarrow 1$ as $t \rightarrow+\infty$ locally uniformly in $x \in \mathbb{R}$, and then $U(t, x) \rightarrow 0$ as $t \rightarrow-\infty$ locally uniformly in $x \in \mathbb{R}$ (since $0<U<1$ and $\partial_{x} U$ is bounded in $\mathbb{R} \times \mathbb{R}$ from standard parabolic estimates).

Consider now the solution $u$ of (1.1) and (1.5) with the initial datum $u_{0}=\mathbb{1}_{(-\infty, 0)}$, and pick any $\gamma \in(0,1), t>0$ and $x \in \mathbb{R}$ such that $u(t, x)=\gamma$. From the previous observation and the continuity of $U$, there is $t_{0} \in \mathbb{R}$ such that $U\left(t_{0}, x\right)=\gamma$. Since $u_{0}(y)=1>U\left(t_{0}-t, y\right)$ for $y<0$ and $u_{0}(y)=0<U\left(t_{0}-t, y\right)$ for $y>0$, it follows that $u(t, y)>U\left(t_{0}, y\right)$ for all $y<x$ and $u(t, y)<U\left(t_{0}, y\right)$ for all $y>x$ (in other words, since $u_{0}$ is steeper than $U\left(t_{0}-t, \cdot\right), u(t, \cdot)$ is steeper than $U\left(t_{0}, \cdot\right)$
too, see $[1,10]$ ). Therefore, $u(t, y)>U\left(t_{0}, y\right)>\gamma$ for all $y<x-C_{\gamma}$ and $u(t, y)<U\left(t_{0}, y\right)<\gamma$ for all $y>x-C_{\gamma}$, which yields $I_{\gamma}(t)<2 C_{\gamma}$ and then $\sup _{t>0} I_{\gamma}(t) \leq 2 C_{\gamma}<+\infty$. This contradicts Theorem 1.1. The proof of Corollary 1.3 is thereby complete.
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[^1]:    ${ }^{1}$ Together with (1.10), this shows that the upper bound of $\lim \sup _{t \rightarrow+\infty} I_{\gamma}(t) / t$ in (1.8) is optimal in general.

[^2]:    ${ }^{2}$ We recall that $0<\varepsilon<\mu_{-}<\mu_{+} / 2<\mu_{+}$, hence $\mu_{+}-2 \varepsilon>0,2 \mu_{+}-\varepsilon-2 \mu_{-}>0$ and the factor in front of $\left(x_{n+1}-y_{n}\right)$ in (2.17) is positive.

[^3]:    ${ }^{3}$ Notice that, for each $t>0$ and $a \in \mathbb{R}$, $\max _{[a,+\infty)} u(t, \cdot)$ is well defined since $u(t, \cdot)$ is positive and continuous in $\mathbb{R}$, and $u(t,+\infty)=0$.

