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Abstract

This paper is devoted to the study of some class of semilinear elliptic equations in
the whole space:

−aij(x)∂iju(x)− qi(x)∂iu(x) = f(x, u(x)), x ∈ RN .

The aim is to prove uniqueness of positive bounded solutions - Liouville type theorems.
Along the way, we establish also various existence results.

We first derive a sufficient condition, directly expressed in terms of the coefficients
of the linearized operator, which guarantees the existence result as well as the Liouville
property. Then, following another approach, we establish other results relying on the
sign of the principal eigenvalue of the linearized operator about u = 0, of some limit
operator at infinity which we define here. This framework will be seen to be the
most general one. We also derive the large time behavior for the associated evolution
equation.
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1 Introduction and main results

In this paper, we consider the problem of existence and uniqueness of positive bounded
solutions of semilinear elliptic equations in the whole space RN . Our model equation is:
−4u = f(u). It is known that, if Ω is a bounded and smooth domain in RN , if f is of class
C1, f(0) = 0 and s 7→ f(s)/s is strictly decreasing, then the positive bounded solution u of{

−4u = f(u), in Ω,
u = 0 on ∂Ω

is unique, when it exists (see e.g. [1]). This result remains true also for more general elliptic
equations such as {

−aij(x)∂iju− qi(x)∂iu− c(x)u = f(x, u), in Ω,
u = 0 on ∂Ω

(here and in the following, we use the usual summation convention on repeated indices).
The present paper deals with extensions of this result to unbounded domains, in particular

to the whole space. Therefore we study equations

−aij(x)∂iju(x)− qi(x)∂iu(x) = f(x, u(x)), in RN (1.1)

when f(x, s)/s is decreasing in s. The question we address is to know wether the positive
bounded solution of this equation is unique. Having in mind the characterization of bounded
harmonic functions, we call such a result a non-linear Liouville type result. Note that the
uniqueness result does not hold in general for unbounded solutions. As an example, consider
the equation −u′′ = f(u) in R, with f(s) = 1 − s for s ≥ 1. Indeed, this equation admits
infinite many positive unbounded solutions, given by u(x) = 1 + ce±x for any c > 0.
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Now, clearly, the result for the bounded case does not readily extend to unbounded
domains. To wit, even in one dimension it is possible to find counter-examples for the
equation

−u′′ − qu′ = f(u), in R. (1.2)

Assume that f is C1, satisfies 0 < f(s) ≤ f ′(0)s for s ∈ (0, 1) and f(0) = f(1) = 0.
Then a celebrated result of Kolmogorov, Petrovskĭı and Piskunov asserts that (1.2) has
nontrivial heteroclinic solutions if and only if |q| ≥ 2

√
f ′(0). If q ≥ 2

√
f ′(0) then u(+∞) =

0, u(−∞) = 1, while if q ≤ −2
√
f ′(0), u(+∞) = 1, u(−∞) = 0 (see [12]). In these cases,

since u(x + a) is also a solution for all a ∈ R, we see that (1.2) admits infinitely many
distinct (a one-parameter family) positive bounded solutions - in addition to the constant
u ≡ 1. Hence, the Liouville property does not hold in this case, at least for |q| ≥ 2

√
f ′(0).

The goal of this paper is to understand the kind of additional conditions to be imposed
on the coefficients of the operator in general equations (1.1) which yield the Liouville type
property.

A first answer has been given in [3], in the homogeneous case showing that the condition
on q in the previous example is sharp. Indeed, it is shown there that if f is of the Fisher
type (0 < f(s) ≤ f ′(0)s for s ∈ (0, 1) and f(0) = f(1) = 0), q is constant and |q| < 2

√
f ′(0),

then the only positive bounded solution of −4u− q · ∇u = f(u) in RN is u ≡ 1.
In [4], the existence and uniqueness results have also been shown to hold for periodic

operators in self adjoint form. A function g(x) is said to be periodic in x if there exist N
constants l1, · · · , lN 6= 0 such that g(x) = g(x+ liei), for all i = 1, · · · , N , where {e1, · · · , eN}
is the canonical basis of RN . The vector (l1, · · · , lN) is called period of g. If the functions
aij(x), f(x, s) are periodic in x, with the same period, f(x, 0) = 0 and

∀ x ∈ RN , s 7→ f(x, s)/s is decreasing in s > 0, (1.3)

∃M > 0, ∀ x ∈ RN , ∀ s ≥M, f(x, s) ≤ 0, (1.4)

then the positive bounded solution of

−∂i(aij(x)∂ju) = f(x, u), in RN

is unique. Furthermore, a sufficient condition for the existence of such a solution is that the
periodic principal eigenvalue in RN of the self adjoint operator −∂i(aij(x)∂j) − fs(x, 0) is
negative (see Theorem 2.1 part 1 and Theorem 2.4 in [4]).

In the present paper, we deal with general equations - not necessarily in self adjoint
form - of the type (1.1) in the whole space RN , without any periodicity assumption on the
coefficients aij, bi and on the term f . Throughout the paper we always assume that (aij)i,j

is a N × N symmetric, uniformly elliptic matrix, in the sense that there exist two positive
constants α, β such that

∀ x ∈ RN , 0 < α ≤ α(x) := inf
ξ∈RN

|ξ|=1

aij(x)ξiξj ≤ β(x) := sup
ξ∈RN

|ξ|=1

aij(x)ξiξj ≤ β

and that q = (q1, · · · , qN) is a N -dimensional vector field. The function f(x, s) : RN×R → R
is always assumed to be in C0,γ

loc (RN) with respect to the variable x, locally in s (for some
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0 < γ < 1) and locally lipschitz-continuous in the variable s, uniformly in x ∈ RN , and to
satisfy

∀ x ∈ RN , f(x, 0) = 0.

We also assume that there exists δ > 0 such that s 7→ f(x, s) is of class C1([0, δ]), uniformly
in x ∈ RN , and that

aij, qi, fs(·, 0) ∈ C0,γ
loc (RN) ∩ L∞(RN).

In some results, we require a stronger version of condition (1.3), namely:

∀ 0 < s1 < s2, inf
x∈RN

(
f(x, s1)

s1

− f(x, s2)

s2

)
> 0. (1.5)

(Note that (1.3) and (1.5) are equivalent if f is periodic.) For instance, if f(x, s) = (µ(x)−
ν(x)s)s, property (1.5) holds if infRN ν > 0; if, in addition, supRN µ < +∞ then (1.4) is
fulfilled too.

The results in papers [3] and [4] thus point at two possible approaches to extend the Li-
ouville property to equation (1.1). The first paper suggests to look directly at the coefficients
of the linearized operator and in particular at the quantity 4fs(x, 0)− |q(x)|2. Indeed, as we
have seen, if (aij)i,j is the identity matrix and q and f do not depend on x, the Liouville prop-
erty holds if and only if that quantity is positive. The second paper shows that the principal
eigenvalue of the linearized operator plays a crucial role. We follow both approaches, that
we call respectively the direct and the stability approach. Thus, we derive two kind of results.

Following first the direct approach, in Section 3, we show that the Liouville property, as
well as the existence result, holds if the following condition is fulfilled:

lim inf
|x|→∞

(4α(x)fs(x, 0)− |q(x)|2) > 0, (1.6)

(we recall that α(x) is the smallest eigenvalue of the matrix (aij(x))i,j). More precisely, we
derive:

Theorem 1.1 1) Under assumptions (1.4) and (1.6), equation (1.1) admits at least one
positive bounded solution.

2) Under assumptions (1.5) and (1.6), equation (1.1) admits at most one nonnegative
bounded solution, besides the trivial one: u ≡ 0.

Another result based on condition (1.6) is that, if the nonlinearity f is of monostable
type, i.e. {

∀ s ∈ (0, 1), inf
x∈RN

f(x, s) > 0,

∀ x ∈ RN , f(x, 1) = 0,
(1.7)

then any super-solution v of (1.1) such that 0 ≤ v ≤ 1 is identically equal to 0 or to 1. This
result is a generalization of the theorem in [3], and we prove it without assuming (1.5).

Then, the stability approach is explored in Section 5. The first step is to find a quantity
which plays the role played by the periodic principal eigenvalue in the periodic case. This
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quantity is the principal eigenvalue λ1(−L,Ω) of an elliptic operator −L in a general, possibly
unbounded, domain Ω, as defined in [7]. This definition reads 1:

λ1(−L,Ω) := sup{λ | ∃ φ ∈ C2(Ω) ∩ C1(Ω), φ > 0 and (L+ λ)φ ≤ 0 in Ω}. (1.8)

One of the simplest results for equation (1.1), relying on definition (1.8), is the following
one: if (1.4) holds we show that a sufficient condition for the existence of a positive bounded
solution of (1.1) is that λ1(−L0,RN) < 0, where −L0 is the linear operator obtained by
linearization around the constant solution u = 0 of the operator appearing in (1.1), i.e.

−L0 := −aij(x)∂ij − qi(x)∂i − fs(x, 0).

Note that in general −L0 is not self adjoint. For special nonlinearities of the type f(x, u) =
b(x)u−a(x)u2, with inf a > 0, this existence result is due to Engländer and Pinsky (see [10],
and also [9], [13]).

In one of its statement, our main result based on the stability approach (Theorem 1.3
below) requires the following uniform smoothness assumption:{

aij, qi ∈ C0,γ(RN) ∩ L∞(RN),
fs(·, s) ∈ C0,γ(RN) uniformly in s ∈ [0, δ].

(1.9)

Furthermore, we require the notion of principal eigenvalue of limit operators associated with
−L0, which we now define.

Definition 1.2 A limit operator (associated with −L0) is an operator

−L∗ = −a∗ij(x)∂ij − q∗i (x)∂i − p∗(x)

such that there exist a sequence (xn)n∈N in RN and 0 < γ̃ < 1 satisfying: |xn| → ∞ and

aij(xn + x) → a∗ij(x), qi(xn + x) → q∗i (x), fs(xn + x, 0) → p∗(x)

in C0,γ̃
loc (RN), as n→∞.

Note that −L∗ is still elliptic. With this notion, we can now state our result.

Theorem 1.3 1) If (1.4) holds and there exists a limit operator −L∗ such that λ1(−L∗,RN) <
0 (where λ1 is given by definition (1.8)), then (1.1) admits at least one positive bounded so-
lution.

2) If (1.5),(1.9) hold and λ1(−L∗,RN) < 0 for every limit operator −L∗, then (1.1)
admits at most one nonnegative bounded solution, besides the trivial one: u ≡ 0.

1By C1(Ω), we mean here C1
loc(Ω), that is the set of functions φ ∈ C1(Ω) for which φ and ∇φ can be

extended by continuity on ∂Ω, but which are not necessarily bounded.
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Theorem 1.3 extends the sufficient side of the results already known in the periodic self
adjoint framework (Theorem 2.1 part 1) and Theorem 2.4 in [4]). In fact, in that case,
the principal eigenvalue λ1(−L∗,RN) of any limit operator −L∗ coincides with the periodic
principal eigenvalue in RN of −L0 (see Proposition 6.7 below).

Actually, under the uniform smoothness assumption (1.9), Theorem 1.3 will be shown
to contain Theorem 1.1. In fact, condition (1.9) yields the existence of limit operators, and
in Section 4 we show that if (1.6) holds then the principal eigenvalue λ1(−L∗,RN) of every
limit operator −L∗ is negative (Corollary 4.5). Thus, the stability approach turns out to be
more general than the direct one. However, we still prove Theorem 1.1 separately. We do
this for two reasons. First, the condition in Theorem 1.1, being expressed on the coefficients
of the operator, is more explicit and thus can be checked more readily then the condition of
the abstract result. Second, to show that Theorem 1.1 follows from an abstract approach
(Theorem 1.3) requires essentially the same work as its direct derivation which we give here.

We treat also the special case when the coefficients of L0 are almost periodic, in the sense
of the following definition.

Definition 1.4 A function g : RN → R is said to be almost periodic (a.p.) if from any
sequence (xn)n∈N in RN one can extract a subsequence (xnk

)k∈N such that g(xnk
+x) converges

uniformly in x ∈ RN .

In this case, we show that the principal eigenvalue of any limit operator coincides with
the principal eigenvalue of −L0 and then, thanks to Theorem 1.3, we derive the following
result.

Theorem 1.5 Assume that the functions aij, qi and x 7→ fs(x, 0) are a.p. If (1.5),(1.9)
hold and λ1(−L0,RN) < 0, then (1.1) admits at most one nonnegative bounded solution,
besides the trivial one: u ≡ 0.

Regarding necessary conditions, it is known that in the periodic self adjoint setting, if
there exists a positive bounded solution then the periodic principal eigenvalue in RN of the
linearized operator is negative (see Theorems 2.4, part 2 in [4]). Now, we cannot proceed as
for the sufficiency condition and replace the periodic principal eigenvalue with the quantity
λ1(−L0,RN). In fact, the negativity of λ1(−L0,RN) is not a necessary condition for the
existence result for non-self adjoint equations, even in the periodic case. As an example,
consider the equation −u′′ + u′ = f(u), where f(0) = f(1) = 0, 0 < f ′(0) ≤ 1/4 and
0 < f(s) ≤ f ′(0)s for all s ∈ (0, 1). Under these conditions, it admits positive bounded
solutions ([12]), while λ1 = 1/4 − f ′(0) ≥ 0 (see subsection 6.2). Rather, the necessary
result stated in [4] is almost completely extended in Section 6 by the use of another quantity,
denoted by λ′1(−L0,RN), which differs slightly from λ1(−L0,RN). The quantity λ′1 will be
seen to be a generalization of the periodic principal eigenvalue (see Proposition 6.3). The
only case which is not covered is λ′1 = 0. What happens in that case is an open question.

To complete the picture, we only mention that in [2] a necessary and sufficient condition
involving λ1(−L0,RN) is nevertheless derived for a class of non-self adjoint operators in the
framework of a model arising in ecology.
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Lastly, in Section 7, we make use of the existence and uniqueness results for (1.1) to fully
describe the asymptotic behavior of the solution u(x, t) of the evolution problem{

∂tu− aij(x)∂iju− qi(x)∂iu = f(x, u), t > 0, x ∈ RN ,
u(0, x) = u0(x), x ∈ RN ,

(1.10)

with initial condition u0.
But first, in the next section we derive a maximum principle type result which is useful

in the remaining of the paper, but is also of independent interest.

2 A strong maximum principle for strict super-solutions

in unbounded domains

Several results presented in the paper indeed rely on a refined version, for strict super-
solutions, of the strong maximum principle in unbounded domains. The usual strong max-
imum principle states that any nonnegative super-solution v of an elliptic equation cannot
reach the value zero in an interior point, lest it be identically equal to zero. In other words,
if −Lv ≥ 0 in a domain Ω and v is nonnegative and not identically equal to zero, then
v(x) > 0 for all x ∈ Ω. Here, we require a stronger version which essentially says that, if
v is a nonnegative strong super-solution (in the sense that −Lv ≥ ε > 0 in Ω) such that
inf∂Ω v > 0, then infΩ v > 0.

We consider a generic unbounded domain Ω and define

∀ x ∈ Ω, −Lu(x) := −bij(x)∂iju(x)− pi(x)∂iu(x)− c(x)u(x).

Throughout this section, we assume that bij, pi, c ∈ L∞(Ω) and the matrix field (bij)1≤i,j≤N

is uniformly elliptic. Our strong maximum principle is proved in the following.

Lemma 2.1 Let Ω be a general unbounded domain. Assume that there exist a positive
constant ε and a nonnegative function v ∈ C2(Ω)∩C(Ω) such that: −Lv ≥ ε > 0 in Ω and,
if Ω 6= RN , inf∂Ω v > 0. Then we have the following:

(i) infΩ v > 0,
(ii) if u ∈ C2(Ω)∩C(Ω) is such that supΩ u <∞, −Lu ≤ 0 and, in case Ω 6= RN , u ≤ 0

on ∂Ω, then u ≤ 0 in Ω,
(iii) in case Ω 6= RN , if u ∈ C2(Ω) ∩ C(Ω) is such that supΩ u <∞, −Lu ≤ 0, u ≤ v on

∂Ω, then u ≤ v in Ω.

Proof. (i) Suppose by contradiction that infΩ v = 0. Consider a nonnegative function
θ ∈ C2(RN) verifying:

θ(0) = 0, lim
|x|→∞

θ(x) = 1, ‖θ‖C2(RN ) <∞.

It is easy to see that there exists κ > 0 sufficiently large such that

∀ y ∈ RN , −L(τyθ) > −κε
2
, (2.1)
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where we denote τyθ(·) = θ(· − y) . Since infΩ v = 0, we can choose x0 ∈ Ω in order to have:

v(x0) < min

{
1

κ
, inf

∂Ω
v,

ε

2‖c‖∞

}
(treat the term inf∂Ω v as +∞ if Ω = RN , and the same for ε/‖c‖∞ if ‖c‖∞ = 0). Since
lim|x|→∞ θ(x) = 1, there exists a positive constant R such that τx0θ(x)/κ > v(x0) for x ∈
∂BR(x0)∩Ω (here and in the sequel, BR(x0) stands for the open ball of radius R and center
x0). Consequently, calling ṽ(x) := v(x) + τx0θ(x)/κ, one finds, for x ∈ ∂BR(x0) ∩ Ω:

ṽ(x) = v(x) + τx0θ(x)/κ ≥ τx0θ(x)/κ > v(x0) = ṽ(x0).

Hence, if
µ := min

BR(x0)∩Ω
ṽ,

there exists x ∈ BR(x0) ∩ Ω such that ṽ(x) = µ. Actually x belongs to BR(x0) ∩ Ω, because

v(x) ≤ ṽ(x) ≤ ṽ(x0) = v(x0) < inf
∂Ω
v.

Moreover, µ ≤ ṽ(x0) = v(x0) and then

µ <
ε

2‖c‖∞
. (2.2)

Finally, let χ be the C2 function defined by χ(x) := ṽ(x)− µ. We have:

χ ≥ 0 in BR(x0) ∩ Ω, χ(x) = 0,

and by (2.1) and (2.2),

−Lχ(x) = −Lv(x)− 1

κ
L(τx0θ)(x) + c(x)µ

> ε− ε

2
− ‖c‖∞µ

> 0

for a.e. x ∈ BR(x0) ∩ Ω. Thus, the strong maximum principle yields that χ = 0 in the
connected component of x in BR(x0) ∩ Ω. That is a contradiction with −Lχ > 0.

(ii) It suffices to consider the case supΩ u > 0. Since supΩ u <∞ and infΩ v > 0 by (i),
we have then:

0 < sup
Ω

u

v
<∞.

Calling w := (supΩ u/v)v−u one easily checks that w ≥ 0 in Ω and infΩw = 0. Furthermore

−Lw =

(
sup

Ω

u

v

)
(−Lv) + Lu ≥

(
sup

Ω

u

v

)
ε > 0

in Ω and, in case Ω 6= RN one has inf∂Ωw > 0. We can then apply (i) to w and find a
contradiction.

(iii) follows immediately from (ii) applied to the function ũ = u− v. �
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Remark 2.2 Clearly, this refined strong maximum principle does not hold if v is not a
strong super-solution in the sense that −Lv ≥ ε > 0. This can be seen on a simple example
taking Ω = R and −Lu := −u′′ + pu, where p is a positive constant. Indeed, for every
k ∈ R, the function v(x) := ekx satisfies: −Lv = (p − k2)v. Thus, if k2 < p, the function v
is a super-solution in the sense that −Lv > 0 in R. But the fact that inf v = 0 shows that
statement (i) of Lemma 2.1 does not hold here.

The refined maximum principle (statement (i) of Lemma 2.1) plays an important role in
the proof of part 2) of Theorems 1.1 and 1.3. Statement (ii) is derived from (i) and it is a
maximum principle that will be used, in Section 6, to show that λ′1 coincides with the periodic
principal eigenvalue. Statement (iii) is a comparison principle without an hypothesis on the
zero order term of the operator. We will use it to prove the Liouville property in the case
of monostable nonlinearity, which does not necessarily fulfill the monotonicity assumption
(1.3) (Theorem 3.7).

Remark 2.3 By Lemma 2.1 we infer that, if there exists a positive function v satisfying
−Lv ≥ ε > 0 in RN , the unique bounded solution of −Lw = 0 in RN is w ≡ 0 and that
the same is true for the Dirichlet problem in a general unbounded domain, provided that
inf∂Ω v > 0. This is seen by applying (ii) to w and −w. Thus, this yields uniqueness of the
solution to the Dirichlet problem:{

−Lu = f(x), u bounded in Ω,
u|∂Ω = g(x).

3 The direct approach

3.1 Proof of Theorem 1.1

Condition (1.6) is useful in that it allows one to construct a nonnegative function ψ, not
identically equal to zero, satisfying, for every x0 ∈ RN \ BR with R chosen sufficiently large:

−aij(x)∂ij(τx0ψ)− qi(x)∂i(τx0ψ) ≤ fs(x, 0)τx0ψ, x ∈ RN .

Here, BR denotes the open ball of radius R and center 0 and τx0ψ the translation by x0 of
ψ, i.e. τx0ψ(·) := ψ(· − x0). This fact is expressed (in a slightly more general context) in the
next lemma, which is proved in the Appendix.

Lemma 3.1 Let A be an arbitrary subset of RN and −L := −aij(x)∂ij − qi(x)∂i − c(x) an
elliptic operator satisfying:

∀ x ∈ RN , 0 < α(x) := inf
ξ∈RN

|ξ|=1

aij(x)ξiξj ≤ sup
ξ∈RN

|ξ|=1

aij(x)ξiξj ≤ β,

where β is a positive constant, and

sup
x∈A

|q(x)| ≤ a <∞ , inf
x∈A

(4α(x)c(x)− |q(x)|2) = b > 0. (3.1)
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There exist a positive constant r and a function ψ ∈ C2(RN), both depending only on a, b, β
and the dimension N , such that:

ψ > 0 in Br, ψ = 0 in RN \ Br,

and
−L τx0ψ < 0, in Br(x0),

for every x0 such that Br(x0) ⊂ A.

In the sequel, r(a, b) will denote the constant r = r(a, b, β,N) given by Lemma 3.1, where
we omit its dependence on β and N . The function ψ, as well as the next lemma, will be
used to prove the existence result.

Lemma 3.2 If (1.4) holds and there exists a nonnegative bounded function v ∈ C2(RN),
not identically equal to zero, such that

∀ x ∈ RN , −aij(x)∂ijv − qi(x)∂iv ≤ f(x, v),

then there exists at least one positive bounded solution of (1.1).

Proof. Let v be a nonnegative bounded subsolution of (1.1). For x ∈ RN define v(x) :=
max{‖v‖∞,M}, where M is the constant given by (1.4). Then, −aij(x)∂ijv − qi(x)∂iv =
0 ≥ f(x, v). Therefore v and v are respectively a subsolution and a super-solution of (1.1).
Since v ≤ v, we can apply the classic iterative method and infer the existence of a solution
u of (1.1) in RN , which satisfies: 0 ≤ v ≤ u ≤ v. We only need to show that u > 0. Suppose
that there exists x0 ∈ RN such that u(x0) = 0. Then, using the strong maximum principle
(remember that f(x, ·) is locally lipschitz-continuous, uniformly in x ∈ RN) we find that
v ≤ u ≡ 0, which is impossible. �

Proof of Theorem 1.1 Part 1). We first show that (1.1) admits a nonnegative subsolution,
not identically equal to zero. Then, we apply Lemma 3.2.

For any µ > 0 we have that

lim inf
|x|→∞

[4α(x)(fs(x, 0)− µ)− |q(x)|2] ≥ lim inf
|x|→∞

(4α(x)fs(x, 0)− |q(x)|2)− 4βµ.

By (1.6), we know that this quantity is negative for µ > 0 small enough. Consider such a
µ and define c(x) := fs(x, 0)− µ. Hence, there exists R > 0 such that inf |x|≥R(4α(x)c(x)−
|q(x)|2) = b > 0. Set a := supRN |q| and A = RN \ BR. Consider the real r and the function
ψ, given by Lemma 3.1, associated with the constants a, b, β and N . Take x0 ∈ Rn \ BR+r.
Since Br(x0) ⊂ A and τx0ψ = 0 outside Br(x0), we know that:

∀ x ∈ RN , −aij(x)∂ij(τx0ψ)− qi(x)∂i(τx0ψ) ≤ (fs(x, 0)− µ)τx0ψ.

Thanks to the fact that f(x, ·) ∈ C1([0, δ]), uniformly in x ∈ RN , we know that there exists
ε > 0 such that

∀ x ∈ RN , ∀ s ∈ [0, ε], f(x, s) ≥ (fs(x, 0)− µ)s.
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Therefore, the function v := ετx0ψ/‖ψ‖∞ satisfies:

∀ x ∈ RN , −aij(x)∂ijv − qi(x)∂iv ≤ (fs(x, 0)− µ)v ≤ f(x, v)

and we can apply Lemma 3.2. �

To complete the proof of Theorem 1.1, we establish a comparison principle for sub and
super-solutions of (1.1). We carry this out in a succession of three lemmas.

Lemma 3.3 Let v ∈ C2(RN) be a nonnegative bounded function such that

∀ x ∈ RN , −aij(x)∂ijv(x)− qi(x)∂iv(x) ≥ f(x, v(x)).

If (1.6) holds, then, either v ≡ 0, or infRN v > 0.

Proof. We follow the lines of the argument in [3], relying on the construction of a
subsolution (which is now given by Lemma 3.1) and on the sliding method of [6].

If there exists x0 ∈ RN such that v(x0) = 0, then the strong maximum principle yields
v ≡ 0 (remember that f(x, ·) is locally lipschitz-continuous) and the statement is proved.

Suppose that v > 0 in RN . Consider the same r and ψ as in the proof of Theorem 1.1 part
1). Hence, there exist two positive constants R and µ such that, for any x0 ∈ RN \ BR+r,
we have:

∀ x ∈ Br(x0), −aij(x)∂ijτx0ψ(x)− qi(x)∂iτx0ψ(x) < (fs(x, 0)− µ)τx0ψ(x). (3.2)

Moreover τx0ψ = 0 on ∂Br(x0). For ε > 0 small enough, the following holds:

∀ x ∈ RN , ∀ s ∈ [0, ε], f(x, s) ≥ (fs(x, 0)− µ)s. (3.3)

Fix y ∈ RN \ BR+r and take ε <
infBr(y) v

‖ψ‖∞
; then define v := εψ. Using (3.2) and (3.3) we

find, for any x0 ∈ RN \ BR+r and x ∈ Br(x0),

−aij(x)∂ijτx0v(x)− qi(x)∂iτx0v(x) < f(x, τx0v(x)). (3.4)

We claim that
inf

RN \BR+r

v ≥ v(0).

To prove this last fact, take an arbitrary z ∈ RN \ BR+r and consider a continuous curve
γ : [0, 1] → RN \ BR+r such that γ(0) = y, γ(1) = z. We know that τγ(0)v < v in Br(γ(0)),
because ‖v‖∞ = ε‖ψ‖∞ < infBr(y) v. Call

t∗ = sup
{
t ∈ [0, 1], ∀ s ≤ t, τγ(s)v ≤ v in Br(γ(s))

}
.

It is easily seen that τγ(t∗)v ≤ v in Br(γ(t∗)). Suppose by a contradiction that t∗ < 1. Then,

there exist then a sequence tn ↘ t∗ and a sequence (xn)n∈N such that xn ∈ Br(γ(tn)) and
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τγ(tn)v(xn) > v(xn). Let (xnk
)k∈N be a converging subsequence of (xn) and call x its limit.

Therefore x ∈ Br(γ(t∗)) and

τγ(t∗)v(x) = lim
k→∞

τγ(tnk
)v(xnk

) ≥ lim
k→∞

v(xnk
) = v(x).

Hence τγ(t∗)v(x) = v(x). Since τγ(t∗)v = 0 < v on ∂Br(γ(t
∗)), we infer that x belongs to

Br(γ(t
∗)) and it is a point of local minimum for v − τγ(t∗)v. This implies that:

−aij(x)∂ijτγ(t∗)v(x)− qi(x)∂iτγ(t∗)v(x) ≥ −aij(x)∂ijv(x)− qi(x)∂iv(x)
≥ f(x, v(x))
= f(x, τγ(t∗)v(x)).

This is in contradiction with (3.4). Thus, t∗ = 1 and then

v(z) ≥ τzv(z) = v(0) = kψ(0).

Since min
BR+r

v > 0, the lemma is proved. �

Lemma 3.4 Let u1, u2 ∈ C(RN) be two positive bounded functions satisfying:

inf
RN

u1 > 0, inf
RN

(u2 − u1) > 0.

If (1.5) holds, there exists ε > 0 such that

∀ x ∈ RN ,
u2(x)

u1(x)
f(x, u1(x)) ≥ f(x, u2(x)) + ε. (3.5)

Proof. Observe first that, since u2(x) > u1(x) > 0 for all x ∈ RN , assumption (1.5)
implies that (u2(x)/u1(x))f(x, u1(x)) > f(x, u2(x)) for all x ∈ RN . Suppose now that there
exists a sequence (xn)n∈N in RN such that

lim
n→∞

(
f(xn, u1(xn))

u1(xn)
− f(xn, u2(xn))

u2(xn)

)
= 0.

Since u1 and u2 are bounded, there exists a subsequence of (xn) (that we still call (xn))
such that u1(xn) → s1 and u2(xn) → s2. Clearly 0 < s1 < s2 ≤ ‖u2‖∞. The function
s 7→ f(x, s)/s is lipschitz-continuous in [infRN u1, ‖u2‖∞], uniformly in x ∈ RN , because
s 7→ f(x, s) is locally lipschitz-continuous uniformly in x. Hence:

0 = lim
n→∞

(
f(xn, u1(xn))

u1(xn)
− f(xn, u2(xn))

u2(xn)

)
= lim

n→∞

(
f(xn, s1)

s1

− f(xn, s2)

s2

)
,

which is in contradiction with (1.5). Consequently, there exists ε′ > 0 such that

∀ x ∈ RN ,
f(x, u1(x))

u1(x)
− f(x, u2(x))

u2(x)
≥ ε′,

and then
u2(x)

u1(x)
f(x, u1(x))− f(x, u2(x)) ≥ ε′u2(x) > ε′k,

where k = infRN u2 ≥ infRN (u2 − u1) > 0. Therefore, (3.5) holds with ε = ε′k. �
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Lemma 3.5 Assume that (1.5) holds and let u, v ∈ C2(RN) be two nonnegative bounded
functions satisfying: infRN v > 0 and

−aij(x)∂iju− qi(x)∂iu ≤ f(x, u), −aij(x)∂ijv − qi(x)∂iv ≥ f(x, v) in RN .

Then v ≥ u in RN .

Proof. Since infRN v > 0, there exists κ > 0 such that κv ≥ u in RN . Call

κ∗ := inf{κ > 0 | κv − u ≥ 0 in RN}

and suppose that κ∗ > 1. The function w := κ∗v − u is nonnegative, of class C2, and it
satisfies: −aij∂ijw − qi∂iw ≥ κ∗f(x, v)− f(x, u) in RN . Since

inf
RN

(κ∗v − v) = (κ∗ − 1) inf
RN

v > 0,

the functions u1 := v and u2 := κ∗v satisfy the hypothesis of Lemma 3.4 and then there
exists ε > 0 such that

−aij∂ijw − qi∂iw ≥ f(x, κ∗v) + ε− f(x, u) in RN .

Define

g(x) :=


f(x, κ∗v(x))− f(x, u(x))

κ∗v(x)− u(x)
if κ∗v(x) 6= u(x),

0 if κ∗v(x) = u(x).

Since f(x, ·) is locally lipschitz-continuous, the function g belongs to L∞(RN). Finally, calling
L := aij∂ij + qi∂i + g, we find that −Lw ≥ ε and then we can apply (i) of Lemma 2.1 to the
function w. We infer that infRN w > 0. Thus, h > 0 may be chosen small enough in order
to have hv(x) ≤ w(x) for x ∈ RN , which contradicts the definition of κ∗. �

By Lemmas 3.3 and 3.5, one immediately derives the following comparison theorem for
sub and super-solutions of (1.1), which concludes the proof of Theorem 1.1.

Theorem 3.6 Let u, v ∈ C2(RN) be two nonnegative bounded functions satisfying, in RN ,

−aij(x)∂iju− qi(x)∂iu ≤ f(x, u), −aij(x)∂ijv − qi(x)∂iv ≥ f(x, v).

Then, under assumptions (1.5) and (1.6), either v ≡ 0, or v ≥ u.

3.2 The Liouville property for nonlinearities of monostable type

We establish now an uniqueness result in the particular case where u ≡ 1 solves (1.1). This
result is not contained in Theorem 3.6 because here we do not assume (1.5).

Theorem 3.7 Let v be a function in C2(RN) satisfying: 0 ≤ v ≤ 1 and

∀x ∈ RN , −aij(x)∂ijv(x)− qi(x)∂iv(x) ≥ f(x, v(x)).

Assume conditions (1.6) and (1.7) hold. Then, either v ≡ 0 or v ≡ 1.
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Proof of Theorem 3.7. Suppose that v is not identically equal to 0 and call µ := infRN v.
By Lemma 3.3 we know that µ > 0. Our goal is to show that µ = 1. Suppose by a
contradiction that µ < 1. Since infx∈RN f(x, µ) > 0 and f is locally lipschitz-continuous in
the second variable, ρ can be chosen in order to have: µ < ρ < 1 and infRN×[µ,ρ] f > 0.
Consider x0 ∈ RN such that v(x0) < ρ, and call Ωρ the connected component of the open set
v−1((−∞, ρ)) containing x0. If Ωρ were bounded one would have, by the maximum principle,

v(x0) ≥ min
Ωρ

v = min
∂Ωρ

v = ρ,

which is impossible. Therefore Ωρ is unbounded. Define −L = −aij∂ij − qi∂i and u ≡ ρ.
One finds:

−Lv ≥ inf
RN×[µ,ρ]

f > 0 and − Lu = 0 in Ωρ,

inf
∂Ωρ

v > 0, u = v on ∂Ωρ.

Thus, the hypothesis of statement (iii) in Lemma 2.1 are satisfied in Ωρ. It follows then that
v ≥ ρ in Ωρ, which contradicts the fact that v(x0) < ρ. �

4 The principal eigenvalue of an elliptic operator in

unbounded domains

4.1 The principal eigenvalue λ1(−L)

In this section we establish some properties of the principal eigenvalue λ1(−L,Ω) of an elliptic
operator

−L = −aij(x)∂ij − qi(x)∂i − c(x)

in a general domain Ω ⊂ RN , as defined in [7] - compare (1.8) above. The usual condition
of ellipticity on the aij is assumed and we further require that aij, qi, c ∈ C0,γ

loc (Ω)∩L∞(Ω).
Note that the set E = {λ | ∃ φ ∈ C2(Ω)∩C1(Ω), φ > 0, (L+λ)φ ≤ 0 in Ω} is nonempty

and consequently λ1(−L,Ω) in (1.8) is well defined. In fact, considering the function φ ≡ 1,
one finds (L + ν)φ = (c + ν)φ, for any ν ∈ R. So, if supΩ c + ν ≤ 0, then ν ∈ E. This also
shows that λ1(−L,Ω) ≥ − supΩ c ≥ −‖c‖L∞(Ω).

If Ω is a bounded and smooth (say C2,γ) domain of RN then the principal eigenvalue of
−L in Ω, with Dirichlet boundary conditions, is the unique constant µ ∈ R such that there
exists ϕ ∈ C2,γ(Ω) (called principal eigenfunction), unique up to multiplication, verifying:

(L+ µ)ϕ = 0 in Ω,
ϕ > 0 in Ω,
ϕ = 0 on ∂Ω.

(4.1)

The following proposition states that (1.8) is indeed a characterization of the principal eigen-
value with Dirichlet boundary conditions in the case where Ω is bounded and smooth.

Proposition 4.1 [7] Let Ω be a bounded and smooth domain in RN . Then the principal
eigenvalue µ given by (4.1) coincides with λ1(−L,Ω) defined by (1.8).
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The quantity λ1(−L,Ω) is a well defined real number. We know that λ1(−L,Ω) > −∞.
It is also straightforward that λ1(−L,Ω) < +∞. In fact observe that if Ω′ ⊆ Ω′′ then
λ1(−L,Ω′) ≥ λ1(−L,Ω′′) by definition. Consider then an arbitrary sphere B ⊂ Ω and call
µB its classical principal eigenvalue, in the sense of (4.1) with Ω = B. By Proposition 4.1
we know that µB = λ1(−L,B). Consequently, since B ⊂ Ω, we find that λ1(−L,Ω) ≤
λ1(−L,B) = µB.

By now, we will refer to the principal eigenvalue of an operator −L in a domain Ω as the
real number λ1(−L,Ω) given by (1.8).

Berestycki, Nirenberg and Varadhan showed in [7] that the principal eigenvalue in
bounded domains depends continuously (in some sense) on the inclusion of the domains.
Namely, if Ω is bounded and (Ωn)n∈N is a sequence of nonempty open sets such that
Ωn ⊂ Ωn+1,

⋃
Ωn = Ω, then the (decreasing) sequence of the principal eigenvalues in

Ωn converges to the principal eigenvalue in Ω (see the proof of Theorem 2.1 in [7]). It is nat-
ural to ask whether the same kind of continuity holds for unbounded domains. The following
result answers affirmatively this question.

Proposition 4.2 Let Ω be a general domain in RN and (Ωn)n∈N be a sequence of nonempty
open sets such that

Ωn ⊂ Ωn+1,
⋃
n∈N

Ωn = Ω.

Then λ1(−L,Ωn) ↘ λ1(−L,Ω) as n→ +∞.

Proof. This is a slightly more general statement than in [7], in that the Ωn are not
assumed to be bounded, and we do not assume here that Ωn ⊂ Ωn+1. However, the proof
is just the demonstration that the method in [7] also applies to this case. For the sake of
completeness we include it here.

As emphasized above, the principal eigenvalue in different domains (associated with the
same operator −L) is non-increasing with respect to the inclusion of the domains. For short,
call λ1,n := λ1(−L,Ωn) and λ1 := λ1(−L,Ω). Hence the sequence (λ1,n)n∈N is non-increasing
and then

λ1 ≤ lim
n→∞

λ1,n.

It is convenient to deal with bounded and smooth domains instead of the Ωn. So consider a
family of bounded and smooth domains Ω̃n such that

Ω̃n ⊂ Ωn, Ω̃n ⊂ Ω̃n+1,
⋃
n∈N

Ω̃n = Ω,

and call λ̃n := λ1(−L, Ω̃n). Always by monotonicity, we have that

λ1 ≤ lim
n→∞

λ1,n ≤ lim
n→∞

λ̃n,

so it is sufficient to show that λ̃ := limn→+∞ λ̃n ≤ λ1. To achieve this goal, choose a point
x0 ∈ Ω̃0 and consider the sequence (ϕ̃n)n∈N of the principal eigenfunctions of −L in Ω̃n, with
Dirichlet boundary conditions, normalized by: ϕ̃n(x0) = 1. Namely the ϕ̃n are positive in
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Ω̃n, vanish on ∂Ω̃n and satisfy (L+ λ̃n)ϕ̃n = 0 in Ω̃n. Since the sequence (λ̃n)n∈N is bounded,
using the Krylov-Safonov Harnack inequality we can find a positive constant C(m), for any
m ∈ N, such that

∀ n > m, sup
Ω̃m

ϕ̃n ≤ C(m) inf
Ω̃m

ϕ̃n ≤ C(m)

(see for instance [11]). Thus, by standard interior estimates, we know that there exists a

subsequence of (ϕ̃n)n>m which converges in C2,γ̃(Ω̃m−1), for any γ̃ ∈ [0, γ), to a function ϕ∞
satisfying

(L+ λ̃)ϕ∞ = 0 in Ω̃m−1.

Finally, using a diagonal extraction method, we can find a particular sub-sequence of (ϕ̃n)n∈N
converging to ϕ∞ in C2,γ̃

loc (Ω). Furthermore ϕ∞(x0) = 1, ϕ∞ ≥ 0 and (L + λ̃)ϕ∞ = 0 in Ω
and then the strong maximum principle yields ϕ∞ > 0 in Ω. This means that ϕ∞ can be
taken as a test super-solution in (1.8) and then λ1 ≥ λ̃. �

In the sequel we denote by ϕ∞ a positive solution of

(L+ λ1)ϕ∞ = 0 in RN ,

and we call it a generalized principal eigenfunction in RN of the operator −L. Such a function
always exists, as shown in the proof of Proposition 4.2, but the function constructed there
depends a priori on the choice of the sequence (Ω̃n)n∈N covering RN and on the extracted
subsequence. Furthermore it may not be in L∞(Ω) because the sequence C(m) may be
divergent. For instance, for the operator Lu = u′′ − u′ in R, if we choose Ωn = (−n, n) and
x0 = 0, then a simple calculation shows that

φ∞(x) = lim
n→∞

cos
( π

2n
x
)
ex/2 = ex/2.

So, to prove Proposition 4.2, it is essential that we allow in (1.8) the super-solutions φ to be
unbounded. Otherwise, as we will se later, in general one would obtain a different value for
λ1.

4.2 Upper bounds for the principal eigenvalue in terms of the
coefficients

An application of Lemma 3.1 concerns the sign of the principal eigenvalue of −L =
−aij(x)∂ij − qi(x)∂i − c(x) in large domains. We always assume that the aij satisfy the
usual elliptic condition:

0 < α ≤ α(x) := inf
|ξ|=1

aij(x)ξiξj ≤ β(x) := sup
|ξ|=1

aij(x)ξiξj ≤ β,

for x ∈ Ω, and that aij, qi, c ∈ C0,γ
loc (Ω) ∩ L∞(Ω). Furthermore, for any a, b > 0, we denote

by r(a, b) the positive constant given by Lemma 3.1.
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Theorem 4.3 Let Ω be a general domain in RN . Suppose that there exist x0 ∈ Ω and two
positive constants a, b such that:

Br(a,b)(x0) ⊂ Ω,

∀ x ∈ Br(a,b)(x0), |q(x)| ≤ a and 4α(x)c(x)− |q(x)|2 ≥ b.

Then λ1(−L,Ω) < 0.

Proof. Let us call r the constant r(a, b). Consider the function ψ given by Lemma 3.1,
associated with the constants a, b, β andN . Call µ and ϕ respectively the principal eigenvalue
and eigenfunction of −L in Br(x0). That is, µ and ϕ satisfy (4.1) with Ω = Br(x0). We will
show that µ < 0. The proof is similar to the one of Proposition 4.1 (see [7]). Using the Hopf
lemma, applied to the function ϕ, one can find a positive number k such that kϕ ≥ τx0ψ in
Br(x0). Call k∗ = inf{k > 0 | kϕ ≥ τx0ψ in Br(x0)}, and w := k∗ϕ− τx0ψ. Obviously k∗ ≥ 0
and w ≥ 0 in Br(x0). By Lemma 3.1 we have:

∀ x ∈ Br(x0), −Lw(x) = −k∗Lϕ(x) + L(τx0ψ)(x) > k∗µϕ(x).

We argue by contradiction and assume that µ ≥ 0. Then we have: −Lw > 0 in Br(x0). If
there exists x ∈ Br(x0) such that w(x) = 0 then the strong maximum principle yields w ≡ 0,
that is in contradiction with the fact that −Lw > 0. Therefore w must be strictly positive
in Br(x0) and then, using again the Hopf’s lemma, it is possible to find ε > 0 such that
εϕ ≤ w in Br(x0). This is in contradiction with the definition of k∗. Thus, µ < 0 and then,
from Proposition 4.1, we infer that λ1(−L,Ω) < 0. �

Theorem 4.4 Suppose that Ω is a general domain satisfying:

∀ d > 0, ∃ x1 = x1(d) ∈ Ω, Bd(x1) ⊂ Ω.

Call
m := lim inf

x∈Ω
|x|→∞

(4α(x)c(x)− |q(x)|2).

Then we have the following estimates on the principal eigenvalue:

λ1(−L,Ω) ≤


− m

4 lim inf
x∈Ω
|x|→∞

α(x)
if m ≤ 0,

− m

4 lim sup
x∈Ω
|x|→∞

α(x)
if m > 0,

(4.2)

and also

λ1(−L,Ω) ≤ − 1

4α
lim inf

x∈Ω
|x|→∞

(4αc(x)− |q(x)|2). (4.3)

Proof. Take an arbitrary µ such that:

µ > − m

4 lim inf
x∈Ω
|x|→∞

α(x)
if m ≤ 0,
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or
− m

4 lim sup
x∈Ω
|x|→∞

α(x)
< µ < 0 if m > 0.

To prove (4.2) it suffices to show that λ1(−L,Ω) < µ. By the choice of µ we know that

lim inf
x∈Ω
|x|→∞

[4α(x)(µ+ c(x))− |q(x)|2] ≥ 4 lim inf
x∈Ω
|x|→∞

(α(x)µ) +m

> 0.

Hence R > 0 may be chosen large enough in order to have:

b := inf
x∈Ω
|x|≥R

[4α(x)(µ+ c(x))− |q(x)|2] > 0.

Call a := supΩ |q| and r := r(a, b). By the hypothesis on Ω we know that there exists
x1 ∈ Ω such that BR+2r(x1) ⊂ Ω. If x1 = 0 take an arbitrary point x0 on ∂BR+r, otherwise
set x0 := x1 + (R + r)x1/|x1|. In each case we have that Br(x0) ⊂ BR+2r(x1) ⊂ Ω and
Br(x0) ⊂ RN \ BR. Thus, 4α(x)(µ + c(x))− |q(x)|2 ≥ b for all x ∈ Br(x0). Consequently,
we can apply Theorem 4.3 to the operator −(L + µ) and infer that λ1(−(L + µ),Ω) < 0,
namely

sup{λ | ∃ φ ∈ C2(Ω) ∩ C1(Ω), φ > 0 and (L+ µ+ λ)φ ≤ 0 in Ω} < 0.

Since

λ1(−(L+ µ),Ω) = sup{λ | ∃ φ ∈ C2(Ω) ∩ C1(Ω), φ > 0, (L+ µ+ λ)φ ≤ 0}
= sup{λ− µ | ∃ φ ∈ C2(Ω) ∩ C1(Ω), φ > 0, (L+ λ)φ ≤ 0}
= λ1(−L,Ω)− µ,

we conclude that λ1(−L,Ω) < µ.
To prove (4.3), take

µ > − 1

4α
lim inf

x∈Ω
|x|→∞

(4αc(x)− |q(x)|2).

Since
lim inf

x∈Ω
|x|→∞

[4α(µ+ c(x))− |q(x)|2] > 0,

then we have that
lim inf

x∈Ω
|x|→∞

[4α(x)(µ+ c(x))− |q(x)|2] > 0.

Proceeding as above we find that λ1(−L,Ω) < µ. �

We apply now this result to the linearized operator −L0 = −aij(x)∂ij − qi(x)∂i− fs(x, 0)
and to its limit operators, defined by Definition 1.2.

Corollary 4.5 If (1.6) holds, then λ1(−L0,RN) < 0 and, for any limit operator −L∗,
λ1(−L∗,RN) < 0.
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Proof. Assume that

m := lim inf
|x|→∞

(4α(x)fs(x, 0)− |q(x)|2) > 0.

Then, from estimate (4.2) it follows immediately that λ1(−L0,RN) < 0. Now, let −L∗ =
−a∗ij(x)∂ij − q∗i (x)∂i − p∗(x) be a limit operator associated with −L0. By definition, there
exists a sequence (xn)n∈N in RN such that |xn| → ∞ and

∀ x ∈ RN , aij(xn + x) → a∗ij(x), qi(xn + x) → q∗i (x), fs(xn + x, 0) → p∗(x).

For x ∈ RN , call α∗(x) the smallest eigenvalue of the matrix (a∗ij(x))i,j. It is easy to check
that α∗(x) = limn→∞ α(xn + x). Hence,

∀ x ∈ RN , 4α∗(x)p∗(x)− |q∗(x)|2 = lim
n→∞

(4α(xn + x)fs(xn + x, 0)− |q(xn + x)|2) ≥ m.

Therefore, applying Theorem 4.4 to the operator −L∗, we infer that λ1(−L∗,RN) < 0. �

Remark 4.6 Condition (1.6) is far from being a necessary condition to have λ1(−L0,RN) <
0 (even in the periodic case). This is illustrated by the by next example. Consider the
operator −Lu = −u′′ + q(x)u′ − u in R, with q(x) = 0 in [0, 2π], q(3π) = 3, q(4π) = 0, q
otherwise arbitrary in (2π, 4π), and then extended by periodicity with period 4π. One can
easily check that λ1(−L,R) ≤ λ1(−L, (0, 2π)) = −3/4, but lim inf

|x|→∞
(4− q2(x)) ≤ −5.

5 The stability approach

5.1 The existence result

We start with the proof of Theorem 1.3 part 1). As usual, we call

−L0 := −aij(x)∂ij − qi(x)∂i − fs(x, 0).

Theorem 5.1 If (1.4) holds and λ1(−L0,RN) < 0, then there exists at least one positive
bounded solution of (1.1).

Proof. Since λ1(−L0,RN) < 0, it follows from Proposition 4.2 that there exists R > 0
such that λR := λ1(−L0, BR) < 0. Call ϕR the associated principal eigenfunction, namely
(4.1) holds with L = L0, ϕ = ϕR, µ = λR and Ω = BR (compare Proposition 4.1). Since
f(x, ·) ∈ C1([0, δ]), uniformly in x ∈ RN , there exists ε > 0 such that

∀ x ∈ RN , ∀ s ∈ [0, ε], f(x, s) ≥ (fs(x, 0) + λR)s. (5.1)

We take ε < M , where M is the constant given by (1.4), and define

v(x) :=

{ ε

‖ϕR‖∞
ϕR(x) if x ∈ BR,

0 if x ∈ RN \ BR.
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For |x| > R we have that −aij(x)∂ijv − qi(x)∂iv = f(x, v). For |x| < R by (5.1) we have:

−aij(x)∂ijv − qi(x)∂iv = (fs(x, 0) + λR)v ≤ f(x, v).

Hence, v is a generalized subsolution of (1.1), in the sense that it is the connection of two
subsolutions (see [5]); furthermore, it is continuous in RN . Now set v(x) := M , for x ∈ RN .
By (1.4) we have that −aij(x)∂ijv− qi(x)∂iv ≥ f(x, v). Therefore v and v are respectively a
subsolution and a super-solution of (1.1). Since v ≤ v, we can argue as in the proof of Lemma
3.2 and infer the existence of a solution u of (1.1) in RN which satisfies: 0 ≤ v ≤ u ≤ v.
Using the strong maximum principle (remember that f(x, ·) is locally lipschitz-continuous,
uniformly in x ∈ RN) we find that u > 0. �

Remark 5.2 In the proof of Theorem 5.1, we do not really use assumption (1.4), but only
the fact that

∃M > 0, ∀ x ∈ RN , f(x,M) ≤ 0.

In fact, part 1) of Theorem 1.3 (and also of Theorem 1.1) holds under this weaker assumption.
This is not the case of Theorem 7.1 below, which makes essentially use of (1.4).

The proof of Theorem 1.3 part 1) is completed by the following result:

Proposition 5.3 Let −L∗ be a limit operator in the sense of Definition 1.2. Then
λ1(−L∗,RN) ≥ λ1(−L0,RN).

Proof. For simplicity set λ1 := λ1(−L0,RN). By Definition 1.2, there exists a sequence
(xn)n∈N in RN and a real number 0 < γ̃ < 1 such that: |xn| → ∞,

aij(xn + x) → a∗ij(x), qi(xn + x) → q∗i (x), fs(xn + x, 0) → p∗(x)

in C0,γ̃
loc (RN) and −L∗ = −a∗ij∂ij − q∗i ∂i− p∗. Let ϕ∞ be a generalized principal eigenfunction

of −L0 in RN . Namely ϕ∞ > 0 and (L0+λ1)ϕ∞ = 0 in RN (compare the proof of Proposition
4.2 above). Define

ϕn(x) :=
ϕ∞(xn + x)

ϕ∞(xn)
.

For x ∈ RN a translation of the equation by xn yields:

−aij(xn + x)∂ijϕn(x)− qi(xn + x)∂iϕn(x)− fs(xn + x, 0)ϕn(x) = λ1ϕn(x).

By Harnack inequality, we know that, for any fixed R > 0, there exists a constant C(R) > 0
such that

‖ϕn‖L∞(BR+1) ≤ C(R) inf
BR+1

ϕn ≤ C(R),

where the last inequality holds because ϕn(0) = 1. Hence, using standard interior estimates,
we may extract a subsequence of ϕn which converges in C2,γ̃(BR). Since it is true for every
R > 0, using a diagonal method we can find a common subsequence of ϕn converging in
C2,γ̃

loc (RN) to a certain nonnegative function ϕ∗. It turns out that

−a∗ij∂ijϕ
∗ − q∗i ∂iϕ

∗ − p∗ϕ∗ = λ1ϕ
∗, in RN ,

and then, the classical strong maximum principle and the fact that ϕ∗(0) = 1 imply that
ϕ∗ > 0. It follows that λ1(−L∗,RN) ≥ λ1. �
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Remark 5.4 Without assumption (1.4) this existence result (Theorem 5.1) may fail to hold.
Consider the equation −4u = f(u) in RN , where f is such that f ′(0) > 0 and inf [s,+∞) f > 0
for all s > 0. It is easy to see that λ1(−L0,RN) = −f ′(0) < 0, where −L0 = −4 − f ′(0).
Moreover any limit operator −L∗ coincides with −4−f ′(0) and then its principal eigenvalue
in RN is negative. Suppose that there exists a nonnegative function v, not identically equal
to 0, such that −4v ≥ f(v) in RN . The strong maximum principle yields: v > 0 in RN . For
R large enough, we have λ1(−L0, BR) < 0. Consider the associated principal eigenfunction
ϕR. Since λ1(−L0, BR) < 0, it is possible to normalize ϕR in order to have:

−4(ηϕR) ≤ f(ηϕR) in BR

for all η ∈ [0, 1]. Fix an arbitrary x0 ∈ RN and denote, as usual, τx0ϕR(·) := ϕR(· − x0).
Clearly −4(τx0ϕR) ≤ f(τx0ϕR) in BR(x0). Since v > 0 in BR(x0), there exists η ∈ (0, 1)

such that ητx0ϕR < v in BR(x0). Call η∗ = sup {η ∈ [0, 1], ητx0ϕR < v in BR(x0)}. Assume

η∗ < 1. Then η∗τx0ϕR ≤ v in BR(x0), with equality somewhere in BR(x0), and then in
BR(x0) because τx0ϕR = 0 < v on ∂BR(x0). But −4(η∗ϕR) ≤ f(η∗ϕR) and −4v ≥ f(v)
in BR(x0). The strong maximum principle then yields η∗τx0ϕR ≡ v in BR(x0), which is
impossible on the boundary. Thus, η∗ = 1 and τx0ϕR ≤ v in BR(x0). Hence,

v(x0) ≥ τx0ϕR(x0) = ϕR(0) > 0

and then infRN v ≥ ϕR(0). Consequently −4v ≥ f(v) ≥ inf [ϕR(0),+∞) f > 0. Applying
Lemma 2.1 part (ii), with L = 4 and u ≡ 1, we find a contradiction. This means that such
a function v cannot exist.

5.2 The uniqueness result

We now turn to the proof of Theorem 1.3 part 2). We follow the same ideas as in the
proof of Theorem 1.1 part 2). We recall the sketch of that proof. First, we show that any
positive bounded super-solution is bounded from below away from zero. Then, we establish
a comparison principle between sub and a super-solutions (Theorem 3.6) by using the refined
strong maximum principle. Note that here, we are not proving that any positive bounded
super-solution v satisfies inf v > 0, but we show that it is true for solutions. Therefore,
under the assumptions of Theorem 1.3, we do not get the comparison principle for sub and
super-solutions.

It is worth mentioning, without entering details, that under assumption (1.9) the refined
strong maximum principle (Lemma 2.1) admits a much easier proof.

The following result represents the first step of the proof of Theorem 1.3 part 2).

Lemma 5.5 Let u be a nonnegative bounded and not identically equal to 0 solution of (1.1).
If (1.9) holds then either infRN u > 0, or there exists a limit operator with nonnegative
principal eigenvalue in RN .

Proof. The strong maximum principle yields u > 0 in RN . Suppose now that infRN u = 0.
Hence there exists a sequence (xn)n∈N in RN such that |xn| → ∞ and u(xn) → 0 as n→ +∞.
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As in the proof of Proposition 5.3, set un(x) := u(xn + x)/u(xn). For x ∈ RN one has

−aij(xn + x)∂ijun(x)− qi(xn + x)∂iun(x) = gn(x)un(x), (5.2)

where

gn(x) :=
f(xn + x, u(xn + x))

u(xn + x)
.

Note that the functions gn are uniformly bounded because f is locally lipschitz-continuous
in the second variable, uniformy in x ∈ RN . Since the un satisfy (5.2) and un(0) = 1, for
any R > 0 we can find, by the Harnack inequality, a constant CR > 1 such that

∀ x ∈ BR, ∀ n ∈ N, C−1
R ≤ un(x) ≤ CR. (5.3)

Thus, for ξ ∈ BR, we have that

0 < u(xn + ξ) = un(ξ)u(xn) ≤ CRu(xn)

and then limn→∞ u(xn + ξ) = 0, uniformly in ξ ∈ BR. Consequently

lim
n→∞

(gn(ξ)− fs(xn + ξ, 0)) = 0 (5.4)

uniformly in ξ ∈ BR. Thanks to (1.9) we know that the functions ai,j(xn + ·) and the
qi(xn + ·) are uniformly bounded in C0,γ(RN)∩L∞(RN). Suppose temporarily that we know
that the functions gn are uniformly bounded in C0,γ(BR), for any R > 0. Then, by standard
interior estimates, it follows that, for any fixed 0 < γ̃ < γ, the functions un converge (up to
subsequence) to some function u∗ in C2,γ̃

loc (RN). Furthermore, by (1.9), we know that there
exist a∗ij, q

∗
i and p∗ such that

aij(xn + x) → a∗ij(x), qi(xn + x) → q∗i (x), fs(xn + x, 0) → p∗(x)

in C0,γ̃
loc (RN), as n → ∞ (up to subsequence). Finally, letting (a subsequence of) n go to

infinity in (5.2) and using (5.4), one gets:

∀ x ∈ RN , −a∗ij(x)∂iju
∗(x)− q∗i (x)∂iu

∗(x) = p∗(x)u∗(x).

By construction, u∗ is nonnegative and u∗(0) = 1. Thus, the strong maximum principle
implies that u∗ > 0 in RN . Recalling the definition (1.8), it follows that the principal
eigenvalue in RN of the limit operator −a∗ij∂ij − q∗i ∂i − p∗(x) is nonnegative.

To complete the proof, it only remains to show that the functions gn are uniformly
bounded in C0,γ(BR), for any R > 0. Since the un are uniformly bounded in L∞(BR+1), we
can apply elliptic Lp-estimates and infer that the un are uniformly bounded in W 2,p(BR), for
any p > 1. Thus, choosing p big enough and using the imbedding theorem, we find out that
the un are uniformly bounded in C0,γ(BR). By (5.3) we have that u(xn + x) ≤ CRu(xn) for
x ∈ BR. There exists then n0 such that u(xn+x) ≤ δ for all x ∈ BR and n ≥ n0, where δ > 0
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is the positive constant (introduced in Section 1) such that f(x, ·) ∈ C1([0, δ]), uniformly in
x ∈ RN . For n ≥ n0 and x, y ∈ BR with x 6= y, we have:

|gn(x)− gn(y)|
|x− y|γ

≤ |f(xn + x, u(xn + x))− f(xn + y, u(xn + x))|
u(xn + x) |x− y|γ

+
|f(xn + y, u(xn + x))|

|x− y|γ

∣∣∣∣ 1

u(xn + x)
− 1

u(xn + y)

∣∣∣∣
+

|f(xn + y, u(xn + x))− f(xn + y, u(xn + y))|
u(xn + y) |x− y|γ

.

The first term of the right-hand side is controlled by the quantity

1

u(xn + x)

∫ u(xn+x)

0

|fs(xn + x, t)− fs(xn + y, t)|
|x− y|γ

dt,

while the second and the third ones are controlled by

k
|u(xn + x)− u(xn + y)|

min(u(xn + x), u(xn + y)) |x− y|γ
,

where k is the lipschitz constant of the function f(xn + y, ·) in the set [0, ‖u‖∞] (which does
not depend on n and y). Consequently

|gn(x)− gn(y)|
|x− y|γ

≤ sup
0≤s≤δ

‖fs(·, s)‖C0,γ(RN ) + 2k
|u(xn + x)− u(xn + y)|

min(u(xn + x), u(xn + y)) |x− y|γ
,

and then we can conclude because, by (5.3),

|u(xn + x)− u(xn + y)|
min(u(xn + x), u(xn + y)) |x− y|γ

=
|un(x)− un(y)|

min(un(x), un(y)) |x− y|γ
≤ CR‖un‖C0,γ(BR).

�

Proof of Theorem 1.3 part 2). Let u1 and u2 be two bounded, nonnegative and not
identically equal to 0 solutions of (1.1). Since the principal eigenvalue in RN of every limit
operator is negative we know, by Lemma 5.5, that inf u1 > 0 and inf u2 > 0. Thus, we can
apply Lemma 3.5 with u = u1 and v = u2 and next with u = u2 and v = u1. We conclude
that u1 ≡ u2. �

5.3 Proof of Theorem 1.5: the almost periodic case

We prove Theorem 1.5 showing preliminarily that, in the a.p. framework, λ1(−L∗,RN) =
λ1(−L0,RN) for any limit operator −L∗. This is done in the next lemma. Then, we conclude
applying Theorem 1.3.

Lemma 5.6 Assume that (1.9) holds and that the functions aij, qi and fs(x, 0) are a.p.
Then λ1(−L∗,RN) = λ1(−L0,RN) for any limit operator −L∗.
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Proof. Let −L∗ = −a∗ij∂ij − q∗i ∂i− p∗ be a limit operator (associated with −L0). Thanks
to Proposition 5.3, we have that λ1(−L∗,RN) ≥ λ1(−L0,RN).

We prove the opposite inequality showing that −L0 is a limit operator associated with
−L∗, and then applying Proposition 5.3. By definition, there exists a sequence (xn)n∈N in
RN such that: |xn| → ∞ and, for x ∈ RN ,

aij(xn + x) → a∗ij(x), qi(xn + x) → q∗i (x), fs(xn + x, 0) → p∗(x).

Since the functions aij, qi and fs(·, 0) are a.p, we have that the above convergences hold (up
to subsequence) uniformly in x ∈ RN . Furthermore, it is easy to check that

‖a∗ij‖C0,γ(RN ) ≤ ‖aij‖C0,γ(RN ), ‖q∗i ‖C0,γ(RN ) ≤ ‖qi‖C0,γ(RN ), ‖p∗‖C0,γ(RN ) ≤ ‖fs(·, 0)‖C0,γ(RN ).

Thus, up to subsequence, the functions a∗ij(−xn +x), q∗i (−xn +x) and p∗(−xn +x) converge

in C0,γ̃
loc (RN) as n goes to infinity, for some 0 < γ̃ < γ. We have that | − xn| → +∞ and, by

the uniform convergence of aij(xn + x) to a∗ij(x), that:

∀ x ∈ RN , aij(x) = lim
n→∞

aij(xn − xn + x) = lim
n→∞

a∗ij(−xn + x).

Analogously,

∀ x ∈ RN , qi(x) = lim
n→∞

q∗i (−xn + x), fs(x, 0) = lim
n→∞

p∗(−xn + x)

and then −L0 is a limit operator associated with −L∗. Applying Proposition 5.3 to the
elliptic operator −L∗ we find: λ1(−L0,RN) ≥ λ1(−L∗,RN). �

Theorem 1.5 follows immediately from Lemma 5.6 and Theorem 1.3 part 2).
We conclude this section with a sufficient condition on f(x, s) which guarantees the

almost periodicity of fs(x, 0).

Proposition 5.7 If for any s ∈ [0, δ] the function x 7→ f(x, s) is a.p, then fs(x, 0) is a.p.
too.

Proof. Consider an arbitrary sequence (xn)n∈N in RN . By the a.p. assumption on f ,
for any m ∈ N such that 1/m < δ, we can find a subsequence (xm

n )n∈N of (xn)n∈N such
that f(xm

n + x, 1/m) converges uniformly in x ∈ RN as n goes to infinity. Thus, using
a diagonal method, we find a common subsequence (xnk

)k∈N such that, for any m ∈ N
satisfying 1/m < δ, f(xnk

+ x, 1/m) converges uniformly in x ∈ RN as k goes to infinity.
We want to prove that fs(xnk

+ x, 0) converges uniformly in x ∈ RN . Since s 7→ f(x, s) is in
C1([0, δ]) uniformly in x ∈ RN , for any fixed ε > 0 there exists m ∈ N such that:

1

m
< δ, sup

x∈RN

∣∣∣∣fs(x, 0)−mf

(
x,

1

m

)∣∣∣∣ < ε

3
.

Therefore, for h, l ∈ N, h, l big enough, we have:

sup
x∈RN

|fs(xnh
+ x, 0)− fs(xnl

+ x, 0)| < 2

3
ε+m sup

x∈RN

∣∣∣∣f (xnh
+ x,

1

m

)
− f

(
xnl

+ x,
1

m

)∣∣∣∣ < ε,

where the last inequality follows from the uniform convergence of f(xnk
+ x, 1/m). �
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6 Necessary conditions

6.1 A generalization of the notion of periodic principal eigen-
value: λ′1

The necessary conditions presented in this section involve the quantity

λ′1(−L,RN) := inf{λ | ∃ φ ∈ C2(RN) ∩W 1,∞(RN), φ > 0,−(L+ λ)φ ≤ 0 in RN}, (6.1)

where −L stands, as usual, for a generic elliptic operator with coefficients in C0,γ
loc (RN) ∩

L∞(RN). From the definition (6.1) of λ′1 it follows immediately the necessary condition.

Proposition 6.1 Let λ′1(−L0,RN) be the quantity defined by (6.1) and assume that

∀ x ∈ RN , ∀ s ≥ 0, f(x, s) ≤ fs(x, 0)s. (6.2)

If λ′1(−L0,RN) > 0, then there is no nonnegative bounded solution of (1.1), other than the
trivial one u ≡ 0.

Proof. Let u be a nonnegative bounded solution of (1.1). Since f(x, ·) is locally lipschitz-
continuous, uniformly in x ∈ RN , we can apply the strong maximum principle and infer that
either u ≡ 0, or u > 0 in RN . Suppose by a contradiction that u > 0. By (6.2) we have that

∀ x ∈ RN , −aij(x)∂iju− qi(x)∂iu = f(x, u) ≤ fs(x, 0)u.

Remembering the definition (6.1), we conclude that λ′1(−L0,RN) ≤ 0. �

Remark 6.2 If we replace λ′1(−L0,RN) with the quantity

λ′′1(−L0,RN) := sup{λ | ∃ φ ∈ C2(RN) ∩W 1,∞(RN), φ > 0, (L0 + λ)φ ≤ 0 in RN}, (6.3)

(which is more natural, in that it is more similar to λ1(−L0,RN)) the necessary condition
given by Proposition 6.1 does not hold anymore. Consider, in fact, the equation −u′′ −
q(x)u′ = 0 in R. We show that, if q is opportunely chosen, there exists a positive function
φ ∈ C2(R) ∩ W 1,∞(R) such that (L0 + 1)φ ≤ 0 in R (L0u = u′′ + q(x)u′ in this case).
Therefore λ′′1(−L0,R) ≥ 1, but all the functions u identically equal to a positive constant
solve −u′′−q(x)u′ = 0. The function φ is defined in [−1, 1] by: φ(x) = 2−x2. For x ∈ (−1, 1)
we have that (L0 + 1)φ = −2− 2q(x)x+ φ ≤ −2q(x)x, so it is sufficient to take q(x) ≤ 0 for
x ≤ 0 and q(x) ≥ 0 for x ≥ 0 to have: (L0 + 1)φ ≤ 0 in (−1, 1). Then set

φ(x) :=

{
ex if x ≤ −2
e−x if x ≥ 2.

For x < −2, (L0 + 1)φ = ex(2 + q(x)) and, for x > 2, (L0 + 1)φ = e−x(2 − q(x)). Hence, if
q ≤ −2 for x < −2 and q(x) > 2 for x > 2, we find: (L0 + 1)φ ≤ 0 in (−∞,−2) ∪ (2,+∞).
Clearly, it is possible to define φ in (−2,−1) ∪ (1, 2) in such a way that inf [−2,−1] φ

′ > 0,
sup[1,2] φ

′ < 0 and φ ∈ C2(R) ∩ W 1,∞(R). Consequently, taking q sufficiently negative in
(−2,−1) and sufficiently positive in (1, 2), we get: (L0 + 1)φ ≤ 0 in R.
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We prove now that if L is periodic in x, in the sense that its coefficients are periodic in
x with the same period (l1, . . . , lN), then λ′1(−L,RN) coincides with the periodic principal
eigenvalue λp of −L. The periodic principal eigenvalue is defined as the unique real number
λp such that there exists a periodic function ϕp ∈ C2(RN) (with the same period as the
coefficients of L) satisfying: {

(L+ λp)ϕp = 0 in RN ,
ϕp > 0 in RN .

(6.4)

The function ϕp, which is called periodic principal eigenfunction, is unique up to multi-
plication. The proof of the fact that λ′1(−L,RN) = λp is a direct application of Lemma
2.1.

Proposition 6.3 If L is periodic, then the periodic principal eigenvalue λp given by (6.4)
coincides with λ′1(−L,RN).

Proof. Taking φ = ϕp in (6.1), we obtain that λ′1(−L,RN) ≤ λp. Consider an arbitrary
λ < λp. Since infRN ϕp > 0, one can find a positive constant ε such that

−(L+ λ)ϕp = (λp − λ)ϕp ≥ ε.

Applying statement (ii) of Lemma 2.1 to the operator L = L + λ (with v = ϕp), we infer
that any function φ ∈ C2(RN) ∩ L∞(RN), which satisfies −(L + λ)φ ≤ 0, is nonpositive.
Since this is true for any λ < λp, we conclude that λ′1(−L,RN) ≥ λp. �

The result of Proposition 6.3 can be extended to general periodic domains. It is known
that, if Ω is a smooth and periodic domain, with the same period (l1, · · · , lN) as L 2, then
there exist two numbers λp,D, λp,N and two C2(Ω) functions ϕp,D, ϕp,N such that

(L+ λp,D)ϕp,D = 0 in Ω,
ϕp,D > 0 in Ω,
ϕp,D = 0 on ∂Ω,
ϕp,D is periodic,

(L+ λp,N)ϕp,N = 0 in Ω,
ϕp,N > 0 in Ω,
∂νϕp,N = 0 on ∂Ω,

ϕp,N is periodic.

The real numbers λp,D and λp,N are unique and they are called periodic principal eigenvalues
of −L in Ω, respectively under Dirichlet and under Neumann boundary conditions. The
functions ϕp,D and ϕp,N are unique up to multiplication. Define the following quantities:

λ′1,D(−L,Ω) := inf{λ | ∃ φ ∈ ED,−(L+ λ)φ ≤ 0 in Ω},

λ′1,N(−L,Ω) := inf{λ | ∃ φ ∈ EN ,−(L+ λ)φ ≤ 0 in Ω},
2in the sense that, for i ∈ {1, · · · , N}, Ω + {liei} = Ω
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where
ED = {φ ∈ C2,b(Ω) for some 0 < b < 1, φ > 0 in Ω, φ = 0 on ∂Ω},

EN = {φ ∈ C2,b(Ω) for some 0 < b < 1, φ > 0 in Ω, ∂νφ ≤ 0 on ∂Ω}

and ν denotes the outward unit normal on ∂Ω. By C2,b(Ω), we mean the set of C2(Ω)
functions φ with bounded derivatives up to the second order, and for which ∂ijφ ∈ C0,b(Ω)
for all 1 ≤ i, j ≤ N .

Proposition 6.4 Assume that Ω is a smooth domain satisfying, for i = 1, . . . , N , Ω+ liei =
Ω and assume that the coefficients of L are in C0,γ(Ω) and are periodic in x, with period
(l1, . . . , lN). Then λ′1,D(−L,Ω) = λp,D and λ′1,N(−L,Ω) = λp,N .

Proof. Since ϕp,D ∈ ED and ϕp,N ∈ EN (in fact ϕp,D and ϕp,N are periodic and of
class C2,γ(Ω) for some γ > 0 by elliptic estimates up to the boundary) we get immediately:
λ′1,D(−L,Ω) ≤ λp,D and λ′1,N(−L,Ω) ≤ λp,N .

Suppose by a contradiction that λ′1,D(−L,Ω) < λp,D. There exist then φ ∈ ED and
λ < λp,D such that −(L + λ)φ ≤ 0 in Ω. We show now that it is possible to find a positive
number k such that ϕp,D ≥ kφ in Ω. If not, in fact, there exists a sequence (xn)n∈N in Ω
verifying:

ϕp,D(xn) < φ(xn)/n.

Note that xn ∈ Ω because φ ≤ 0 = ϕp,D on ∂Ω. Since ϕp,D is periodic, for every n ∈ N there
exists yn ∈ Ω ∩ [0, l1]× . . .× [0, lN ] such that ϕp,D(yn) = ϕp,D(xn). Consider the limit y of
a converging subsequence of (yn)n∈N (that we still call (yn)) and, for n ∈ N, consider a point
zn ∈ ∂Ω such that tn := dist(yn, ∂Ω) = |yn − zn| > 0. We have that

ϕp,D(y) = lim
n→∞

ϕp,D(xn) ≤ lim
n→∞

1

n
φ(xn) = 0,

which yields: y ∈ ∂Ω and limn→∞ tn = 0. It is easy to check that yn = zn − tnν(zn) for any
n ∈ N. Hence there exists 0 < sn < tn such that

−∇ϕp,D(zn − snν(zn)) · ν(zn) =
ϕp,D(yn)

tn
<

1

n

φ(xn)

tn
≤ 1

n

√√√√ N∑
i=1

‖∂iφ‖2
L∞(Ω), (6.5)

where the last inequality holds because tn = dist(xn, ∂Ω) > 0 and φ ≤ 0 on ∂Ω. Letting n
go to infinity in (6.5) we get that −∂νϕp,D(y) ≤ 0. That is a contradiction with the Hopf’s
lemma.

Therefore, there exists k > 0 such that ϕp,D ≥ kφ in Ω. Consider now the number

k∗ := sup{k > 0 | ϕp,D − kφ ≥ 0 in Ω}.

Clearly, k∗ <∞ and the function ψ := ϕp,D − k∗φ satisfies:

ψ ≥ 0, −(L+ λ)ψ ≥ 0 in Ω,
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and there exists a sequence (ξn)n∈N in Ω such that ψ(ξn) < φ(ξn)/n. For n ∈ N consider
ηn ∈ l1Z× · · · × lNZ such that

cn := ξn − ηn ∈ Ω ∩ [0, l1]× . . .× [0, lN ]

and define ψn(x) := ψ(x+ηn) for all x ∈ Ω. Consequently, ψn(cn) < φ(ξn)/n and the sequence
(ψn)n∈N converges, as n→ +∞ and up to subsequence, to a function ψ̃ in C2,b(Ω ∩BR) (for
some b > 0), where R is chosen such that [0, l1] × . . . × [0, lN ] ⊂ BR. Moreover, using the
periodicity of L, we find that −(L + λ)ψ̃ ≥ 0 in Ω ∩ BR. Let c ∈ Ω ∩ [0, l1] × . . . × [0, lN ]
be the limit of a converging subsequence of (cn). We have that ψ̃(c) = 0.

If ψ̃ > 0 in Ω∩BR then c ∈ ∂Ω. Proceeding as above we can then find a sequence (θn)n∈N
of points in ∂Ω and two sequences of positive numbers (sn)n∈N and (tn)n∈N such that: θn → c,
sn, tn → 0 as n→ +∞, and

−∇ψn(θn − snν(θn)) · ν(θn) =
ψn(cn)

tn
<

1

n

φ(ξn)

tn
≤ 1

n

√√√√ N∑
i=1

‖∂iφ‖2
L∞(Ω).

Passing to the limit as n goes to infinity we obtain that −∂νψ̃(c) ≤ 0, which contradicts the
Hopf’s lemma.

If there exists x0 ∈ Ω ∩ BR such that ψ̃(x0) = 0, then we can find ρ > 0 such that
Bρ(x0) ⊂ Ω ∩ BR and ψ̃ = 0 in Bρ(x0). This means that k∗φ(· + ηn) converges to ϕp,D in

C2,b(Bρ(x0)). Thus, we find the following contradiction:

−Lϕp,D(x0) = k∗ lim
n→∞

(−Lφ(x0 + ηn)) ≤ k∗ lim
n→∞

λφ(x0 + ηn) < λp,Dϕp,D(x0).

The proof for the case with Neumann boundary conditions is similar. We suppose, by
a contradiction, that λ′1,N(−L,Ω) < λp,N and we take φ ∈ EN and λ < λp,N such that
−(L+ λ)φ ≤ 0 in Ω. We set

k∗ := sup{k > 0 | ϕp,N − kφ ≥ 0 in Ω}
and we proceed as in the previous case, with ϕp,D replaced by ϕp,N . The only difference is
when ψ̃ > 0 in Ω ∩BR and c ∈ ∂Ω. In this case we obtain:

∂νψ̃(c) = lim
n→+∞

∂νψn(c) = ∂νϕp,N(c)− k∗ lim
n→+∞

∂νφ(c+ ηn) ≥ 0,

which is the usual contradiction with the Hopf’s lemma. �

As shown by next result, the condition λ1(−L0,RN) < 0 in Theorem 5.1 can be replaced
by λ′1(−L0,RN) < 0. On the other hand, we know that, under assumption (6.2), the
positivity of λ′1(−L0,RN) implies the nonexistence of positive bounded solutions of (1.1).
As already mentioned in the introduction, we do not know in general what happens when
λ′1(−L0,RN) = 0.

Theorem 6.5 If (1.4) holds and λ′1(−L0,RN) < 0, then there exists at least one positive
bounded solution of (1.1).

Proof. If λ′1(−L0,RN) < 0, there exists a constant λ < 0 and a positive bounded
function φ such that −L0φ ≤ λφ in RN . Hence, the function φ, opportunely normalized, is
a subsolution of (1.1) and we can then proceed as in the proof of Theorem 5.1. �
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6.2 Comparison between λ1 and λ′1

In the last part of this section we establish some comparisons between the quantities
λ1(−L,RN) and λ′1(−L,RN) (= λp in the periodic case) in different situations, focalizing
in particular on the self adjoint case. We say that the elliptic operator −L is self adjoint if
it is of the form

−Lu = −∂i(aij(x)∂ju)− c(x)u,

with (aij)i,j symmetric. In that case we assume that the aij are in C1,γ
loc (RN).

We start with a result concerning self adjoint periodic operators which follows from
Propositions 4.2, 6.3 and from a standard result. This standard result states that the se-
quence of principal eigenvalues of −L in BR, with Dirichlet boundary conditions, converges
to the periodic principal eigenvalue λp as R goes to infinity (see e.g. Lemma 3.6 in [4]). We
include its proof here for the sake of completeness.

Proposition 6.6 If the operator −L is self adjoint and periodic, then λ1(−L,RN) =
λ′1(−L,RN) = λp, where λp is the periodic principal eigenvalue given by (6.4).

Proof. First, one knows from Proposition 6.3 that λp = λ′1(−L,RN). Let now ϕp be the
periodic principal eigenfunction of −L in RN . Taking φ = ϕp in (1.8), it follows immediately
that λ1(−L,RN) ≥ λp.

To show the opposite inequality consider a family of functions (χR)R>2 uniformly bounded
in C2(RN), such that χR ∈ C2

0(BR) and χR = 1 in BR−1. The set C2
0(BR) denotes the set of

C2(BR) functions vanishing on ∂BR.
Fix R > 0 and call λR the principal eigenvalue of −L in BR. As known, the following

variational formula holds:

λR = min

∫
BR

(∂iv aij(x)∂jv − c(x)v2)∫
BR

v2

, (6.6)

where the minimum is taken over all nonzero functions v ∈ C2
0(BR). Taking v = ϕpχR as a

test function in (6.6), and calling CR = BR \ BR−1, we find:

λR ≤ −
∫

BR
(L(ϕpχR))ϕpχR∫

BR
ϕ2

pχ
2
R

=
λp

∫
BR−1

ϕ2
p −

∫
CR

(L(ϕpχR))ϕpχR∫
BR
ϕ2

pχ
2
R

= λp −
λp

∫
CR
ϕ2

pχ
2
R +

∫
CR

(L(ϕpχR))ϕpχR∫
BR
ϕ2

pχ
2
R

.

Since minϕp > 0, it follows that there exists K > 0 such that∫
BR

ϕ2
pχ

2
R ≥

∫
BR−1

ϕ2
p ≥ K(R− 1)N ,
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for R > 1. Consequently,

λR ≤ λp +K ′ RN−1

(R− 1)N
,

where K ′ is a positive constant independent on R. Letting R go to infinity and using
Proposition 4.2, we get: λ1(−L,RN) ≤ λp and then λ1(−L,RN) = λp. �

Proposition 6.6, together with Proposition 6.3, allows to prove that Theorem 1.3 is a
generalization of the results already known in the periodic self adjoint case. In fact:

Proposition 6.7 Let L be a periodic operator with continuous coefficients and let −L∗ be
a limit operator associated with −L. Then λp = λ∗p, where λp and λ∗p are the periodic
principal eigenvalue in RN respectively of −L and −L∗. Furthermore, if L is self adjoint,
then λ1(−L∗,RN) = λp = λ1(−L,RN).

Proof. The constant λ∗p is well defined because −L∗ has the same periodicity as −L. Let
(xn)n∈N be the sequence given by the Definition 1.2, such that limn→∞ L(xn + x) = L∗(x)
for x ∈ RN . By the periodicity of L, we can find a sequence (yn)n∈N in [0, l1] × · · · × [0, lN ]
such that L∗(·) = limn→∞ L(yn + ·). Let y be the limit of (a subsequence of) (yn)n∈N. Hence
L∗(·) = L(y + ·). Therefore the periodic principal eigenfunction of −L∗ is equal to the
periodic principal eigenfunction of −L translated by y, with the same periodic principal
eigenvalue. The last assertion follows immediately from Proposition 6.6 because, if L is self
adjoint, so is L∗. �

Proposition 6.6 shows that λ1(−L,RN) = λp in the periodic self adjoint case. In the
periodic non-self adjoint case we always have

λ1(−L,RN) ≥ λp = λ′1(−L,RN),

as it is seen by taking φ = ϕp in (1.8). But, in general, we do not have equality. As an
example, for the operator Lu = u′′ − u′, which is periodic with any positive period, one has
λp = 0, while λR = 1/4 + π2/(4R2) → 1/4 = λ1(−L,R) as R → +∞ (see the arguments in
the proof of Theorem 6.8 below).

However, note that the fact that the operator is non-self adjoint does not garantee in
general that λ1(−L,RN) > λp. Indeed, for an operator of the type Lu = u′′ + q(x)u′, where
q ∈ C0,γ(R) is periodic with zero average, then λ1(−L,RN) = λp: this result is actually a
particular case of the following theorem, which generalizes Proposition 6.6 to non-self adjoint
operators with gradient-type drift.

Theorem 6.8 Consider the operator

−Lu := −∂i(aij(x)∂ju)− qi(x)∂iu− c(x)u, x ∈ RN ,

where aij, qi, c are periodic in x, with the same period (l1, · · · , lN), the matrix field A(x) =
(aij(x))1≤i,j≤N is in C1,γ(RN), elliptic and symmetric, the vector field q = (q1, · · · , qN) ∈
C1,γ(RN) and c ∈ C0,γ(RN). Assume that there is a function Q ∈ C2,γ(RN) such that
aij∂jQ = qi for all i = 1, . . . , N and assume that the vector field A−1q has zero average in
the periodicity cell C = (0, l1)× · · · × (0, lN). Then λ1(−L,RN) = λp = λ′1(−L,RN), where
λp is the periodic principal eigenvalue of −L in RN .
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Proof. We show preliminarily that Q is periodic with period (l1, · · · , lN). For i = 1, · · · , N
call Qi(x) := Q(x+ liei)−Q(x). The functions Qi are constant because

∇Qi(x) = ∇Q(x+ liei)−∇Q(x) = (A−1q)(x+ liei)− (A−1q)(x) = 0

(note that A−1 has the same periodicity as A). Call ki the constant value of Qi; we have:

ki|l1| · · · |lN | =
∫

C

Qi(x)dx =

∫
C

dx

∫ li

0

∂iQ(x+ tei)dt =

∫ li

0

dt

∫
C

(A−1q)i(x+ tei)dx = 0.

Hence the Qi are identically equal to zero and then Q is periodic.
For R > 0 call λR and ϕR the principal eigenvalue and, respectively, the principal

eigenfunction of −L in BR, with Dirichlet boundary conditions. For x ∈ BR, define
ϕ̃R(x) := ϕR(x)eQ(x)/2. Direct computation shows that the function ϕ̃R, which is positive in
BR and vanishes on ∂BR, satisfies (L̃+ λR)ϕ̃R = 0 in BR, where

−L̃u := −∂i(aij(x)∂ju)−
(
−1

2
∂i(aij(x)∂jQ)− 1

4
aij(x)∂iQ∂jQ+ c(x)

)
u.

This means that λR is the principal eigenvalue in BR of −L̃ too and then, by Proposition 4.2,
λ1(−L,RN) = limR→∞ λR = λ1(−L̃,RN). But the operator L̃ is self adjoint and periodic.
Applying Proposition 6.6 to L̃ we find that λ1(−L,RN) is equal to the periodic principal
eigenvalue of −L̃ in RN . Call ϕ̃p the associated periodic principal eigenfunction, namely ϕ̃p

is periodic in x, positive and satisfies (L̃+ λ1(−L,RN))ϕ̃p = 0 in RN . Again with the same
calculations, we find that the function ψ(x) := ϕ̃p(x)e

−Q(x)/2 satisfies: (L+λ1(−L,RN))ψ = 0
in RN and it is periodic in x because of the periodicity of Q. Consequently ψ coincides with
the periodic principal eigenfunction of −L in RN and then λ1(−L,RN) = λp (= λ′1(−L,RN),
by Proposition 6.3). �

We show now that, in the one dimensional self adjoint case, λ1(−L,R) ≤ λ′1(−L,R),
without periodicity assumption. To do that we use the following result.

Lemma 6.9 Let g : RN → R be a nonnegative, not identically equal to zero function in
L∞(RN) and call CR := BR \ BR−1.

(i) We have that

lim inf
R→∞

∫
CR

g∫
BR−1

g

= 0.

(ii) If N = 1 then

lim
R→∞

∫
CR

g∫
BR−1

g2

= 0.
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Proof. To prove (i) suppose, by a contradiction, that

lim inf
R→∞

∫
CR

g∫
BR−1

g

> 0.

Hence there exist ε > 0 and Rε > 1 such that

∀ R ≥ Rε,

∫
CR

g∫
BR−1

g

≥ ε > 0.

Consider the sequence (Rn)n≥0 defined by Rn := Rε + n, and set an :=

∫
CRn

g. For n ∈ N

we have that BRn ⊃
⋃n

k=0CRk
and then an ≥ ε

∑n−1
k=0 ak. It is easy to check that the last

inequality implies:
∀ n ≥ 1, an ≥ εa0(1 + ε)n−1. (6.7)

On the other hand we have that

an =

∫
CRn

g ≤ ‖g‖L∞(RN )KR
N−1
n ≤ K ′nN−1,

where K,K ′ are two positive constants. This is in contradiction with (6.7).
The proof of (ii) is similar: suppose by a contradiction that there exist ε > 0 and a

sequence (Rn)n∈N of numbers greater than one such that: Rn → +∞ and

∀ n ∈ N,

∫
CRn

g∫
BRn−1

g2

≥ ε > 0.

We can assume, without loss of generality, that

∀ n ∈ N, Rn+1 ≥ Rn + 1. (6.8)

By (6.8) it follows that CRk
⊂ BRn−1 for k ≤ n − 1, and also that CRk

∩ CRh
= ∅ if k 6= h.

Setting an :=

(∫
CRn

g2

)1/2

for n ∈ N we find, by Cauchy-Schwarz inequality:

an =

(∫
CRn

g2

)1/2

≥ 1√
2

∫
CRn

g ≥ ε√
2

∫
BRn−1

g2 ≥ ε√
2

n−1∑
k=1

∫
CRk

g2 =
ε√
2

n−1∑
k=1

a2
k.
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Therefore an ≥ εa2
1/
√

2 for n ≥ 2 and then

an ≥
ε3a4

1(n− 2)

2
√

2
,

which goes to plus infinity as n goes to infinity. This is a contradiction because

an =

(∫
CRn

g2

)1/2

≤
√

2‖g‖L∞(R).

�

Remark 6.10 Statement (ii) of Lemma 6.9 does not hold if N ≥ 3, as it is shown by
choosing the function

g(x) =

{
1 if x ∈ B1,
|x|3/2−N otherwise.

Proposition 6.11 Consider the one dimensional, self adjoint operator

−Lu = −(a(x)u′)′ − c(x)u, x ∈ R,

with c ∈ C0,γ
loc (R) ∩ L∞(R), a ∈ C1,γ

loc (R) ∩W 1,∞(R) such that 0 < α ≤ a(x) for all x ∈ R.
Then λ1(−L,R) ≤ λ′1(−L,R).

Proof. The proof is similar to the one of Proposition 6.6. Suppose by a contradiction that
λ1(−L,R) > λ′1(−L,R). There exist then λ < λ1(−L,R) and a positive bounded function
φ ∈ C2(R) ∩ W 1,∞(R) such that −(L + λ)φ ≤ 0. Consider the same family of functions
(χR)R>2 as in the proof of Proposition 6.6, with the additional assumption: χR ≤ 1 in R, for
any R > 0. Fix R > 0 and call λR := λ1(−L, (−R,R)). Using the variational representation
for λR we obtain:

λR ≤

∫ R

−R

[a(x)((φχR)′)2 − c(x)(φχR)2]∫ R

−R

(φχR)2

≤ λ

∫ R−1

−R+1

φ2∫ R

−R

(φχR)2

−

∫
CR

[(a(x)(φχR)′)′φχR + c(x)(φχR)2]∫ R

−R

(φχR)2

≤ λ (ηR)−1 +K1

∫
CR

φχR∫ R

−R

(φχR)2

+K2

∫
CR

(φχR)2

∫ R

−R

(φχR)2

≤ λ (ηR)−1 +K1

∫
CR

φ∫ R−1

−R+1

φ2

+K2

∫
CR

φ2

∫ R−1

−R+1

φ2

,

33



where K1 and K2 are two positive constants which do not depend on R, and

1 ≤ ηR = 1 +

∫
CR

(φχR)2∫
BR−1

φ2

≤ 1 +

∫
CR

φ2

∫ R−1

−R+1

φ2

.

Thus, using Lemma 6.9 part (i) (with g = φ2) and part (ii) (with g = φ), it turns out that
lim infR→∞ λR ≤ lim infR→∞ λ(ηR)−1. If λ is nonnegative then λ(ηR)−1 ≤ λ, else

lim inf
R→∞

λ(ηR)−1 = λ
(
lim inf
R→∞

ηR

)−1

≤ λ

1 + lim inf
R→∞

∫
CR

φ2

∫ R−1

−R+1

φ2


−1

= λ

again by Lemma 6.9 part (i). In both case we find: lim infR→∞ λR ≤ λ < λ1(−L,R), which
is a contradiction because, by Proposition 4.2, we know that λ1(−L,R) = limR→∞ λR. �

Remark 6.12 Let ϕ∞ be a generalized principal eigenfunction in RN of an elliptic operator
−L (constructed, for example, as in the proof of Proposition 4.2), i.e. ϕ∞ > 0 and (L +
λ1(−L,RN))ϕ∞ = 0 in RN . We claim that, if infRN ϕ∞ > 0, then λ′1(−L,RN) ≥ λ1(−L,RN).
Consequently, if L is periodic, a sufficient condition in order to have λ1(−L,RN) = λp in RN

is: infRN ϕ∞ > 0. The second assertion follows from the first one because, by Proposition
6.3, λp = λ′1(−L,RN), and, as already emphasized, the inequality λ1(−L,RN) ≥ λp is
an immediate consequence of the definition (1.8). In order to prove the first statement
suppose, by a contradiction, that λ1(−L,RN) > λ′1(−L,RN). There exists then a number
λ < λ1(−L,RN) and positive bounded function φ such that −(L + λ)φ ≤ 0 in RN . Chose
ε > 0 small enough in order to have:

−(L+ λ)ϕ∞ = (λ1(−L,RN)− λ)ϕ∞ ≥ ε, in RN .

Applying part (ii) of Lemma 2.1 to the operator L = L+ λ we find a contradiction with the
existence of φ.

7 The evolution equation and large time behavior

Theorem 7.1 Let u(t, x) be the solution of (1.10), with an initial datum u0 which is uni-
formly continuous, nonnegative bounded and not identically equal to 0.

1) Under assumptions (1.4), (1.5) and (1.6) the function u(t, x) converges in C2
loc(RN), as

t→ +∞, to the unique positive bounded solution of (1.1). Furthermore the same conclusion
holds under assumptions (1.4), (1.5) and (1.9), provided that the principal eigenvalue in RN

of any limit operator associated with −L0 is negative.
2) If (1.4) and (6.2) hold and if the quantity λ′1(−L0,RN), given by (6.1), is positive,

then u(t, x) converges to 0 in C2
loc(RN) as t→ +∞.
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Proof. Let us first prove part 2). Consider the solution v of (1.10) with

v(0, x) = max
{
M, ‖u0‖L∞(RN )

}
,

where M is the constant in (1.4). Since v(0, x) is a super-solution of the stationary problem
(1.1), it follows from the parabolic maximum principle that v is nonincreasing in t. Further-
more, parabolic estimates imply that, as t goes to infinity, v(t, x) converges in C2

loc(RN) to
a function p which is a nonnegative bounded solution of (1.1). Since λ′1(−L0,RN) > 0 we
conclude from Proposition 6.1 that p ≡ 0. Using the parabolic maximum principle it turns
out that 0 ≤ u(t, x) ≤ v(t, x), for all (t, x) ∈ R+ × RN , and then statement 2) is proved.

Let us now prove part 1). Under assumptions which are made, it follows from Theorem 1.1
or Theorem 1.3 that there exists a unique positive bounded solution p of (1.1). Furthermore,
in case of assumptions (1.4), (1.5), (1.9) and that λ1(−L∗,RN) < 0 for some limit operator
−L∗, Proposition 5.3 yields λ1(−L0,RN) < 0. On the other hand, under assumptions
(1.4), (1.5) and (1.6), the estimates (4.2) in Theorem 4.4 with Ω = RN implies again:
λ1(−L0,RN) < 0.

From Theorem 5.1, and with the same notations as there, there exists R > 0 large enough
such that the principal eigenvalue λR of −L0 in BR with Dirichlet boundary conditions is
negative. Therefore, denoting ϕR a corresponding principal eigenfunction, there exists ε > 0
small enough such that the function

v(x) =

{
εϕR(x) if x ∈ BR

0 if x 6∈ BR

is a subsolution of (1.1). Even if it means decreasing ε, one can asusme that v(x) ≤ u(1, x)
in RN (indeed, u(1, ·) is continuous in RN and positive from the strong parabolic maximum
principle). Therefore, u(t + 1, x) ≥ v(t, x) for all t ≥ 0 and x ∈ RN , where v solves (1.10)
with initial datum v. Furthermore, v is nondecreasing in time t. On the other hand, as in
the proof of part 2) above, one has 0 ≤ u(t, x) ≤ v(t, x) for all t ≥ 0 and x ∈ RN , and
v(t, x) ↘ p in C2

loc(RN) as t → +∞, where p is a bounded nonnegative solution of (1.1).
Therefore, v(t, x) ↗ p in C2

loc(RN) as t→ +∞, where p is a bounded nonnegative solution of

(1.1) such that 0 ≤6≡ v(x) ≤ p(x) ≤ p(x) in RN . Therefore, the strong maximum principle
implies that p and p are positive (and bounded) solutions of (1.1), and they are then equal

to the unique such solution, p. One concludes that u(t, x) → p(x) in C2
loc(RN) as t → +∞.

�

8 Appendix: Construction of a nonnegative subsolu-

tion

To prove Lemma 3.1, we first build a subsolution in R (see next lemma), then we rotate it
in order to obtain a function of N variables.
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Lemma 8.1 Let β, η and θ be three arbitrary positive real numbers. Then there exist a
nonnegative function h ∈ C2(R; R) and a positive number t such that:

h(ρ) = 0 for ρ ≤ 0,
h′(ρ) > 0 for 0 < ρ < t,

h(ρ) = constant for ρ ≥ t,

and

∀ (ρ, x) ∈ (0, t]×A, −LA,Q,Ch(ρ, x) := −A(x)h′′(ρ) +Q(x)h′(ρ)− C(x)h(ρ) < 0,

for any nonnegative functions A,Q,C and subset A of RN , verifying

∀ x ∈ A, A(x) ≤ β, Q(x) ≤ η and 4A(x)C(x)−Q2(x) ≥ θ. (8.1)

Proof. We will prove this lemma using a constructive method. Set

h(ρ) =

{
0 for ρ ≤ 0
ρn for ρ ∈ (0, r]

where the integer n ≥ 3 and the real r > 0 are to be chosen. Let A,Q and C be three
nonnegative functions, defined on a generic set A, satisfying (8.1). Note that, by the last
inequality in (8.1), the functions A and C are strictly positive. For (ρ, x) ∈ (0, r] × A we
have:

−LA,Q,Ch(ρ, x) = [A(x)(n− n2) +Q(x)nρ− C(x)ρ2] ρn−2

≤
[
A(x)(n− n2) +

[Q(x)]2

4C(x)
n2

]
ρn−2

=

(
A(x)− 4A(x)C(x)− [Q(x)]2

4C(x)
n

)
nρn−2.

Using (8.1), one sees that, if A(x)C(x) > η2 (≥ Q(x)2), the last quantity is less than(
A(x)− 4A(x)C(x)− A(x)C(x)

4C(x)
n

)
nρn−2 ≤

(
1− 3n

4

)
A(x)nρn−2 < 0,

else it is less than or equal to (
1− θ

4η2
n

)
A(x)nρn−2.

Thus, n (in N) may be chosen large enough (depending only on η and θ) in order to have:
−LA,Q,Ch < 0 in (0, r]×A.

Take now r > 0 such that (
ηn− θ

4β
r

)
rn−1 ≤ −β − 1 (8.2)
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and
h′′(r) = n(n− 1)rn−2 > 1. (8.3)

For ρ ∈ (r, s] we set h′′(ρ) = h′′(r)− γ(ρ− r), where s and γ are two positive constants

that will be chosen later. Imposing h′′(s) = −1 one finds that s = r+ h′′(r)+1
γ

. Since h′′(ρ) > 0

for ρ ∈
[
r, r + h′′(r)

γ

)
and h′′(ρ) < 0 for ρ ∈

(
r + h′′(r)

γ
, s
]
, we have that

∀ ρ ∈ [r, s], h′(ρ) ≤ h′
(
r +

h′′(r)

γ

)
= h′(r) +

[h′′(r)]2

2γ
.

Furthermore h′(s) = h′(r) + h′′(r)+1
2γ

(h′′(r)− 1) > h′(r) by (8.3) and so the concavity of h′ in

the interval [r, s] implies: h′ ≥ h′(r) > 0 in [r, s]. Thus, h ≥ h(r) in [r, s]. Using this and the
fact that 4A(x)C(x) ≥ θ +Q2(x) ≥ θ one gets, for (ρ, x) ∈ (r, s]×A,

−LA,Q,Ch(ρ, x) ≤ β + η

(
h′(r) +

[h′′(r)]2

2γ

)
− θ

4A(x)
h(r)

≤ β +

(
ηn− θ

4β
r

)
rn−1 +

η

2γ
[h′′(r)]2.

So, by (8.2), −LA,Q,Ch ≤ −1 + η
2γ

[h′′(r)]2 in (r, s]×A, and then it is sufficient to take γ > 0
sufficiently large to obtain:

−LA,Q,Ch(ρ, x) < 0 in (r, s]×A.

For ρ ∈ (s, t] we finally set h′′(ρ) = −1 + δ(ρ − s), where the constants t and δ are the
solutions of the system {

h′(t) = 0
h′′(t) = 0.

Direct computation leads to:

δ =
1

2h′(s)
, t = s+ 2h′(s).

Since h′′ < 0 in (s, t) we see that h′ is decreasing and positive in (s, t), and then h is increasing
in (s, t). Hence, we can conclude that, for (ρ, x) ∈ (s, t]×A,

−LA,Q,Ch(ρ, x) = −A(x)h′′(ρ) +Q(x)h′(ρ)− C(x)h(ρ)
≤ −A(x)h′′(s) +Q(x)h′(s)− C(x)h(s)
= −LA,Q,Ch(s, x)
< 0.

Clearly h ∈ C2(R). Let us underline the fact that h does not depend on A,Q and C, but
only on β, η and θ. �

Now we are ready to prove Lemma 3.1.
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Proof of Lemma 3.1. By (3.1) we have that, for s > 0,

inf
x∈A

[
4α(x)c(x)−

(
|q(x)|+ Nβ

s

)2
]
≥ b− 2aNβ

s
−
(
Nβ

s

)2

.

Hence, s > 0 may be chosen large enough (depending only on a, b, β and N) in order to have:

θ := inf
x∈A

[
4α(x)c(x)−

(
|q(x)|+ Nβ

s

)2
]
> 0. (8.4)

Set

η := a+
Nβ

s
(8.5)

and consider h and t given by Lemma 8.1, associated with the positive constants η, θ and
β. Set r = s+ t and define the function

ψ(x) := h(r − |x|), x ∈ RN .

The function ψ is C2 on all RN (observe especially that it is constant in Bs). Moreover it is
strictly positive in Br and it is identically equal to zero in RN \ Br.

Suppose that there exists x0 ∈ A such that Br(x0) ⊂ A. For x ∈ Bs(x0) we have that
τx0ψ is constantly equal to h(t) and then −L τx0ψ(x) = −c(x)h(t) < 0, because c > 0 in A
by (3.1). For x ∈ Br(x0) \ Bs(x0), direct computation leads to:

−L τx0ψ(x) = −aij(x)(x− x0)i(x− x0)j

|x− x0|2
h′′(r − |x− x0|)

+

(
aii(x)

|x− x0|
− aij(x)(x− x0)i(x− x0)j

|x− x0|3

)
h′(r − |x− x0|)

−q(x) · x− x0

|x− x0|
h′(r − |x− x0|)− c(x)h(r − |x− x0|)

and then

−L τx0ψ (x) ≤ −aij(x)(x− x0)i(x− x0)j

|x− x0|2
h′′(r − |x− x0|)

+

(
|q(x)|+ Nβ

s

)
h′(r − |x− x0|)

−c(x)h(r − |x− x0|).
For x ∈ A, denote

A(x) :=
aij(x)(x− x0)i(x− x0)j

|x− x0|2
, Q(x) := |q(x)|+ Nβ

s
and C(x) := c(x).

By (3.1) and (8.5) we have that Q(x) ≤ η for all x ∈ A. Furthermore, since C is positive,
the ellipticity of the aij and (8.4) yield:

∀ x ∈ A, 4A(x)C(x)−Q(x)2 ≥ 4α(x)C(x)−Q(x)2 ≥ θ.

Consequently, the functions A,Q and C satisfy (8.1) and then it follows that −L τx0ψ < 0
also in Br(x0) \ Bs(x0). �
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